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Editorial 
 
It is a matter of both honor and pleasure for us to put forth the tenth issue of 

BIJIT; the BVICAM’s International Journal of Information Technology. It 

presents a compilation of twelve papers that span a broad variety of research 

topics in various emerging areas of Information Technology and Computer 

Science. Some application oriented papers, having novelty in application, have 

also been included in this issue, hoping that usage of these would further enrich 

the knowledge base and facilitate the overall economic growth. This issue again 

shows our commitment in realizing our vision “to achieve a standard 

comparable to the best in the field and finally become a symbol of quality”. 

 

As a matter of policy of the Journal, all the manuscripts received and considered 

for the Journal, by the editorial board, are double blind peer reviewed 

independently by at-least two referees.  Our panel of expert referees posses a 

sound academic background and have a rich publication record in various 

prestigious journals representing Universities, Research Laboratories and other 

institutions of repute, which, we intend to further augment from time to time. 

Finalizing the constitution of the panel of referees, for double blind peer 

review(s) of the considered manuscripts, was a painstaking process, but it helped 

us to ensure that the best of the considered manuscripts are showcased and that 

too after undergoing multiple cycles of review, as required. 

 

The twelve papers that were finally published were chosen out of ninety eight 

papers that we received from all over the world for this issue. We understand 

that the confirmation of final acceptance, to the authors / contributors, 

sometime is delayed, but we also hope that you concur with us in the fact that 

quality review is a time taking process and is further delayed if the reviewers 

are senior researchers in their respective fields and hence, are hard pressed for 

time.  

 

We further take pride in informing our authors, contributors, subscribers and 

reviewers that the journal has been indexed with some of the world’s leading 



indexing / bibliographic agencies like INSPEC of IET (UK) formerly IEE (UK), 

Index Copernicus International (Poland) with IC Value 4.75 for 2012, ProQuest 

(UK), EBSCO (USA), Open J-Gate (USA), DOAJ (Sweden), Google Scholar, 

WorldCat (USA), Cabell’s Directory of Computer Science and Business 

Information System (USA), Academic Journals Database, Open Science 

Directory, Indian Citation Index, etc. and listed in the libraries of the world’s 

leading Universities like Stanford University, Florida Institute of Technology, 

University of South Australia, University of Zurich, etc. Related links are 

available at http://www.bvicam.ac.in/bijit/indexing.asp. Based upon the papers 

published in the year 2012, its Impact Factor was found to be 0.605. These 

encouraging results will certainly further increase the citations of the papers 

published in this journal thereby enhancing the overall research impact. 

 

We wish to express our sincere gratitude to our panel of experts in steering the 

considered manuscripts through multiple cycles of review and bringing out the 

best from the contributing authors. We thank our esteemed authors for having 

shown confidence in BIJIT and considering it a platform to showcase and share 

their original research work. We would also wish to thank the authors whose 

papers were not published in this issue of the Journal, probably because of the 

minor shortcomings. However, we would like to encourage them to actively 

contribute for the forthcoming issues.  

 

The undertaken Quality Assurance Process involved a series of well defined 

activities that, we hope, went a long way in ensuring the quality of the 

publication. Still, there is always a scope for improvement, and so, we request 

the contributors and readers to kindly mail us their criticism, suggestions and 

feedback at bijit@bvicam.ac.in and help us in further enhancing the quality of 

forthcoming issues. 

 
 

Editors 
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Environmental Intelligence and its Impact on Collaborative Business 
 

Bharti Trivedi 1 and Bhuvan Unhelkar 2  

Submitted in March, 2013; Accepted in August, 2013 
Abstract - Green IT can be defined as the conscious 
implementation of technologies, techniques and policies 
designed to reduce the carbon footprint of the IT function 
within the organization and the use of IT to reduce the 
carbon footprint of the whole organization. By adopting 
Green IT practices, business enterprises can contribute 
positively to environmental stewardship and protect the 
environment while reducing the energy costs. The holistic 
approach to environmental sustainability making the best use 
of IT resources available to the organization is termed as 
environmental intelligence (EI) in this paper.  
This paper explores creative ways of looking at the 
environmental challenge, opens up opportunities to examine 
processes for collaboration, take stock of the inventory and 
infrastructure for optimization, and explore the possibilities 
of new business streams. This research paper aims to find out 
the impact of technologies such as server virtualization, cloud 
computing, anytime anywhere technologies and right network 
(as a specialist domain of Green ICT) on EI of different 
business organizations of Vadodara. This study employed the 
ordinal logistic regression to understand the impact of green 
ICT on the manufacturing business.  
 
Index Terms - Green IT, Environmentally Sustainable, 
Environmental Intelligence (EI), Server Virtualization, Cloud 
Computing 
 
1. INTRODUCTION  
A sensible and carefully created environmental strategy will 
not only handle the immediate environmental impact but will 
also include carbon performance as a part of its risk 
management approach. The environmentally conscious 
practices of an organization are not restricted to its IT 
equipments and process; instead this becomes an all-
encompassing adventure by its organization that also includes 
the consideration for emerging ICT in the business processes 
and policies [1]. Green IT is studied from two angles: reducing 
the emissions from IT use in business and using IT to reduce 
the carbon footprints of an organization. The primary value of 
Green IT is derived through environmental performance 
improvement in all sectors of an organization by using IT 
products and technologies.  
 
1 DDU, Nadiad, India,  
2 Consultant, MethodScience.com, University of Western 
Sydney, Australia 
E-mail: 1bhartiapex@yahoo.co.in and   
2bhuvan@methodscience.com 
 

The Green IT thus also creates profitable opportunities for 
business by enabling design and deployment of IT-based 
solutions that create a low carbon economy [2]. The IT industry 
has, of late, extended the scope of Green IT to include the 
manner in which IT is deployed to help reduce GHG emissions, 
to introduce energy efficiencies, or to reduce energy 
consumption [3] [4].  
This research paper studies the impact of environmental 
Intelligence (EI) for Green ICT on the collaborative business 
ecosystem of Vadodara. Vadodara is the third most populated 
city in the Indian state of Gujarat. In line with the ‘Knowledge 
City’ vision of the confederation of Indian Industry, Vadodara 
is gradually becoming a hub in Gujarat for IT and other 
development projects.  A survey was conducted using cross 
sectional approach.  The research population consist of all the 
business units of Vadodara   which are hugely using IT and IT 
infrastructure in the organization.  
This research has explored the current application of Green 
ICT as well as the readiness for Green ICT in an organization. 
The research gave a new insight to EI, by explaining EI as a 
practical approach bringing together the tools and techniques of 
Green ICT to achieve the dual purpose of business and 
environmental efficiency. This research has investigated the 
impact of EI on the different business categories. 
 
2. LITERATURE REVIEW 
Green ICT is concerned with both the viability of the 
organization and its efficient operations [5]. Osborne [6] stated 
that attainment of Green IT is that optimum balance between 
minimizing the responsibility for carbon emissions while 
delivering the optimum IT function to support the enterprise. 
This cannot be zero; the equipment life cycle will generate an 
impact, but steps can be taken to minimize the impacts. The IT 
sector has a profitable opportunity and a critical role to play 
with other sectors to design and deploy solutions needed to 
create a low carbon society [7]. This research explores the 
depth of environmental challenges in the current business setup 
through emerging ICT. Right network, Anytime anywhere 
technologies, server virtualization and cloud computing are the 
technologies which has the ability to reduce an organization’s 
carbon footprint by facilitating more efficient and less carbon 
intensive work practices such as teleconferencing instead of 
flying or commuting [8].  
Green IT is expected to improve both environmental and 
economic challenges. The emerging technologies of IT focus 
on the opportunities and have the ability to transform the 
current business model to EI business.  Cloud computing has 
emerged as the natural evolution and integration of advances in 
several fields including utility computing, distributed 
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computing, grid computing, web services, and service oriented 
architecture [9]; providing substantial opportunities for 
organizations to consolidate their hardware and corresponding 
data space requirements [10] . This is a whole new form of 
computing and is allowing thousands of users from all around 
the world to access something without having to download and 
install anything on their own computers. 
Mobility enables virtual collaboration between business and 
individuals. Reengineering the business processes with 
mobility provides enormous opportunities for virtualization. 
The more virtual a business is the less physical resources it will 
consume—therefore, well-modeled mobile processes greatly 
assist in creation of environment friendly businesses. Mobility 
has the potential to further enhance the data sharing among the 
business application. This is so because mobility enables 
location independent data sharing. Mobility reduces access 
time, optimizes input of data, and offers location-based 
insights. The mobile devices have the capability to connect to 
the global network while they are connected to individual 
people, regardless of their location and time. Mobility is a 
significant factor in the quality of life of individuals and society 
as a whole [11].  
The ICT technologies discussed above can be applied to the 
following business purposes, in order to drive environmental 
intelligence (EI); Reduction of energy consumption, reduction 
of carbon footprints, reduction of the operational costs are the 
important goals defined by organizations to adopt green 
practices and policies for the Green ICT. 
 
3. RESEARCH MODEL AND HYPOTHESIS 

DEVELOPMENT 
Based on previous studies a questionnaire was developed to 
understand the impact of Green IT on the environmental goals 
of the business. The first section of the questionnaire consisted 
of items such as name of the organization, number of 
computers and peripherals, information about computer 
networking. The second section included the Green ICT 
factors: Right Network (RN), Anytime Anywhere 
Technologies (ATAW), Server Virtualization (SV), and Cloud 
Computing (CC) influencing the environmental goals of a 
business. The third section included variables which measure 
the dependent variable. Impact is identified by reduction of 
energy consumption, reduction of carbon footprints and 
reduction of operational cost [12]. Finally all the three variables 
summarize into a single variable, which is a dependent variable 
(DV) called ‘Impact of Environmental Intelligence’ of a 
business from expert’s viewpoint [26]. Independent variables 
can be categorized into four factors which are detailed along 
with the hypothesis in Table 1.  
The hypothesis in Table 1 are detailed as -  
H1: There is a significant impact of use of EI for RN in 
collaborative business.   
H2: There is a significant impact of use of EI for ATAW in 
collaborative business. 
H3: There is a significant impact of use of EI for SV in 
collaborative business.   

H4: There is a significant impact of use of EI for CC in 
collaborative business. 
 

Factors Items Hypo
thesis 

RN 

Global network protocol , Network can 
be easily scalable to support growth , 
Supports collaborations and mobile 
technologies , Supports effective supply, 
production and distribution processes 
centralization and better performance of 
line-of-business applications ,Supports 
effective ecommerce , Handles all voice, 
data and multimedia traffic and 
applications on one network eliminating 
duplication of bandwidth, networking 
equipment and network management 
resources  

H1 

ATAW 

Minimize the need to travel at all via 
remote working and video conferencing 
to reduce congestion and vehicle 
emission, Make presentations to 
customers, and being able to download 
product information to their network 
during the visit, Quote business 
quotations and interactive order 
processing , Check stock levels via the 
office network , Interact with colleagues 
while travelling - sending and receiving 
emails, collaborating on responses to 
tenders, delivering trip reports in a timely 
manner. 

H2 

SV 

Reduce hardware peripherals, Share 
applications instances between multiple 
organizations, Improve time-to-market of 
new applications , Better sharing 
infrastructure investments across groups, 
Operational system efficiency and 
simplified management due to better use 
of infrastructure ,Be more responsive to 
the needs of the business ,Improve 
business continuity and disaster recovery 
,Speed up deployment of new 
applications  

H3 

CC 

Data Duplication , Access control , 
Innovation , Outsourcing , Tele-working 
, Efficient data handling, Increase 
technical capability 

H4 

Table 1: Independent Variables (IV) and Research 
Hypothesis 
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4. METHODOLOGY 

The research subject “to investigate the impact of use of EI for 
Green IT practices on an organization” predetermines the 
choice of statistical test and analysis to be used in the study.  
389 business enterprises constitute the population; the 
population is divided into 8 strata. If N is the size of the 
population, n is the size of the sample and i represents 1,2,…k 
[number of strata in the population], then proportionate 
stratified sampling is defined as  
p = n1/N1 = n2/N2 = …n8/N8 =n/N, 
p = 70% is the proportion selected from each strata in the 
population in this research (as shown in Table 2). The stratum 
are manufacturing units (S1), Schools (S2), Colleges(S3), 
Hospitals (S4), Banks, Finance and Insurance (S5), Retail and 
Shopping Malls(S6), Administrative and Support services (S7) 
and Computer training and Software development centers (S8). 

Stratum 
No. 

Stratum 
population 

Stratum 
Sample 
selected 
(70%) 

Sample 
Response 

S1 73 51 50 
S2 65 45 40 
S3 32 23 20 
S4 37 26 22 
S5 42 29 21 
S6 40 28 21 
S7 44 30 19 
S8 54 37 32 
Table 2: Stratum Population and Stratum Sample 

 
A 5–point likert scale ranging from 1 as strongly disagrees to 5 
as strongly agree was used for the measurement. A test for the 
reliability of the instrument was conducted for each stratum 
population.  The internal consistency is checked using 
cronbach’s alpha coefficient and is tabulated in Table 3. 

Stratum RN ATAW SV CC 
S1 0.8324 0.7255 0.7045 0.6982 
S2 0.7711 0.7232 0.8722 0.8223 
S3 0.8712 0.7342 0.7611 0.7433 
S4 0.8732 0.8732 0.8345 0.7764 
S5 0.7834 0.8876 0.8342 0.7943 
S6 0.7223 0.8811 0.4672 0.3588 
S7 0.7056 0.7232 0.7722 0.7223 
S8 0.8722 0.8762 0.7722 0.8743 

Table 3: Reliability Test  
 
This research employed the ordinal logistic regression to drive 
its results. An ordinal logistic regression is used to handle 
multiple ordinal dependent variables. Minitab 14 is a statistical 
software package that can fit an ordinal logistic regression to 
data. The output of the software includes: 1) Response and 
Factor Information, which displays the number of observations 
and the response and factor categories; 2) Logistic Regression 
Table, which shows the estimated coefficients (C), p-values (P) 
(related to a test that the corresponding coefficient is zero) and 

odds ratio (O) (which shows the effect of variables on the 
model); 3) Goodness-of-Fit Tests which displays both Pearson 
goodness-of-fit test of the model to data. Final and appropriate 
model is chosen by entering variables which their coefficients 
are significant (p-value<0.05) and ordering effect of variables 
from their odds ratio negative coefficient along smallest odds 
ratio indicates more impact of the variable on the dependent 
variable [13]. Finally, appropriative of model is evaluated by 
(i) a G test whose null hypothesis states all the coefficients 
associated with predictors equal zero versus at least one 
coefficient is not zero (we prefer to reject their null hypothesis, 
i.e., p-value <0.05) and (ii) Goodness-of-Fit Tests, (we prefer 
to accept their null hypothesis, i.e., p-value >0.05), of which 
more can be found [13]. The equation of ordinal logistic 
regression in this research model are given below. 
γi=   exp(αi+coeff (RN)+coeff(ATAW)+coeff(SV)+coeff (CC) 
) 
       1 +exp(αi+coeff(RN)+coeff(ATAW)+coeff(SV)+coeff 
(CC) )   
where  i= (1,2,3,4)  
γi is the cumulative probability efficiency of the EI of ith level , 
αi  are the coefficients for each level.   

5. RESULTS 

The impact of environmentally responsible business strategies 
in the businesses are tabulated in Table 4 to Table 7. The odds 
that an event occurs is the ratio of the number of people who 
experience the event to the number of people who do not. This 
is what one get when one divide the probability that the event 
occurs by the probability that the event does not occur, since 
both probabilities have the same denominator and it cancels, 
leaving the number of events divided by the number of non-
events. The coefficients in the logistic regression model tell 
how much the logic changes based on the values of the 
predictor variables.  
 
5.1 EI and its impact on reduction of energy consumption 
in business 
Table 4 shows the results of the Ordinal Logistic Regression 
for the impact of EI on reduction of energy consumption in all 
the strata.  

  RN ATAW SV CC 
S1 C -0.351 -0.332 -0.772 -1.67 
 P 0.046 0.003 0.016 0.028 
 O 0.69 0.28 0.55 0.67 
 R 4 1 2 3 

S2 C -0.887 -1.876 -0.781 -0.771 
 P 0.001 0.089 0.004 0.453 
 O 0.43 1.65 0.87 0.66 
 R 1 - 2 - 

S3 C -0.112 -1.665 -2.555 -0.0112 
 P 0.022 0.000 0.000 0.016 
 O 0.71 0.56 0.62 0.67 
 R 4 1 2 3 

S4 C -0.228 -0.778 -1.778 -1.778 
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  RN ATAW SV CC 
 P 0.032 0.214 0.074 0.397 
 O 0.24 1.22 0.77 0.76 
 R 1 - - - 

S5 C -0.213 -1.778 -0.671 -2.562 
 P 0.046 0.003 0.009 0.006 
 O 0.41 0.28 0.38 0.32 
 R 4 1 3 2 

S6 C -0.223 -0.343 - - 
 P 0.018 0.003 - - 
 O 0.66 0.32 - - 
 R 2 1 - - 

S7 C -0.786 -0.771 -0.771 -2.881 
 P 0.036 0.003 0.012 0.028 
 O 0.67 0.22 0.39 0.51 
 R 4 1 2 3 

S8 C -0.662 -1.661 -0.191 -0.881 
 P 0.046 0.003 0.016 0.028 
 O 1.92 0.67 1.87 1.89 
 R 4 1 2 3 
Table 4: EI and its impact on Reduction of Energy 

Consumption in Business 

Results in Table 4 summarizes that p-value (>0.05) indicates 
that businesses are not adopting such practices and hence they 
do not contribute to the reduction of energy consumption. A 
comparative study of collaborative businesses shows that 
stratum 2, stratum 4 and stratum 6 has least awareness 
regarding use of emerging ICT & has insignificant impact on 
the energy consumption of the business. The negative 
coefficients and the p-values (<0.05) for the choice of right 
network indicates that right network practices are related to 
lower the energy consumption of the business. 

 
5.2 EI and its impact on reduction of carbon footprints in 
business 
Table 5 shows the impact on EI on the reduction of carbon 
footprints of a business organization.  

  RN ATAW SV CC 
S1 C 0.291 -0.561 -0.721 0.82 
 P 0.649 0.002 0.018 0.16 
 O 0.67 0.29 1.1 1.7 
 R - 1 2 - 

S2 C 0.657 0.897 0.887 0.11 
 P 0.339 0.074 0.148 0.16 
 O 0.99 0.89 0.98 0.87 
 R - - - - 

S3 C 1887 -1.65 -1.9 -0.886 
 P 0.546 0.001 0.009 0.028 
 O 1.9 0.37 0.66 0.98 
 R - 1 2 3 

S4 C 0.912 0.877 4.2 1.98 
 P 0.395 0.074 0.397 0.134 

  RN ATAW SV CC 
 O 1.76 1.98 0.88 0.56 
 R - - - - 

S5 C -0.871 -1.769 0.887 129 
 P 0.003 0.002 0.214 0.047 
 O 1.65 0.54 1.92 1.71 
 R 2 1 - 3 

S6 C 0.881 -2.109 - - 
 P 0.649 0.002 - - 
 O 0.76 0.76 - - 
 R - 1 - - 

S7 C 4.76 1.223 -0.564 0.871 
 P 0.623 0.392 0.014 0.187 
 O 0.88 0.39 0.38 0.66 
 R - - 1 - 

S8 C -0.619 -0.672 -0.781 -0.261 
 P 0.016 0.002 0.018 0.002 
 O 2.1 1.01 2.9 1.23 
 R 3 1 4 2 
Table 5: EI and its impact on reduction of carbon 

footprints in business 
 
Results in Table 5 can be summarized as most businesses are 
not well conversant with carbon reduction and carbon 
footprints from the use of ICT.  Reduction of carbon emissions 
is not a strong motivational factor in businesses to adopt EI. 
 
5.3 EI and its impact on reduction of operational cost in 
business 
Table 6 comprehensively illustrates the impact of EI on the 
reduction of operational cost in business. 

  RN ATAW SV CC 
S1 C -1.262 0.810 1.887 0.87 
 P 0.018 0.075 0.166 0.075 
 O 0.72 0.77 0.77 0.77 
 R 1 - - - 

S2 C 0.8978 0.291 0.828 -0.675 
 P 0.318 0.075 0.117 0.017 
 O 2.1 1.8 0.89 0.38 
 R - - - 1 

S3 C -0.651 -0.78 -1.818 -0.672 
 P 0.018 0.032 0.005 0.012 
 O 1.89 2.05 0.78 1.1 
 R 3 4 1 2 

S4 C 0.261 0.2611 0.191 0.987 
 P 0.649 0.075 0.166 0.214 
 O 0.78 0.87 0.27 0.76 
 R - - - - 

S5 C -1.8 -0.272 -1.191 -0.538 
 P 0.018 0.003 0.018 0.001 
 O 1.1 0.78 1.5 0.61 
 R 3 2 4 1 

S6 C -0.87 0.819 - - 
 P 0.006 0.075 - - 
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  RN ATAW SV CC 
 O 0.69 1.4 - - 
 R 1 - - - 

S7 C -2.001 1.982 0.672 1.89 
 P 0.018 0.075 0.107 0.075 
 O 0.41 0.76 0.78 0.82 
 R 1 - - - 

S8 C -0.502 -0.366 -0.464 -0.119 
 P 0.018 0.002 0.002 0.009 
 O 0.74 0.29 0.36 0.51 
 R 4 1 2 3 

Table 6: EI and its impact on reduction of operational cost 
in business 

The reduction of operational cost is highlighted as one of the 
important motivation for reducing energy efficient ICT. The 
results in Table 6 shows that the use of emerging ICT such as 
ATAW technologies, CC are correlated to the reduction of 
operational cost such as reduction of paper and travelling.  
 
5.4 EI and its impact on the collaborative business 
All the variables are ordinal; a median is employed to 
summarize a group of items into one single variable.  They all 
grouped in one variable called Impact.  Table 7 summarizes EI 
and its impact on collaborative business. 

  RN ATAW SV CC 
S1 C * -1.54 * * 

 P 0.102 0.006 0.429 0.28 

 O * 0.37 * * 

 R * 1 * * 

S2 C -1.743 * * -0.629 

 P 0.013 0.156 0.071 0.016 

 O 0.69 * * 0.78 

 R 1 * * 2 
S3 C -0.321 -0.719 -2.161 -0.811 

 P 0.005 0.003 0.021 0.025 

 O 0.38 0.29 1.39 1.42 

 R 2 1 3 4 
S4 C * * * * 

 P 0.072 0.56 0.167 0.181 

 O * * * * 

 R * * * * 

S5 C -2.814 -2.371 * -0.562 

 P 0.005 0.002 0.721 0.037 

 O 0.37 0.29 * 1.15 

 R 2 1 *  

S6 C -0.924 * * * 

 P 0.032 0.281 0.551 0.072 

 O 2.01 * * * 

 R 1 * * * 

S7 C -0.945 * * * 

 P 0.015 0.62 0.81 0.055 

 O 0.82 * * * 

 R 1 * * * 

S8 C -2.12 -0.453 -0.591 -0.671 

  RN ATAW SV CC 
 P 0.014 0.002 0.016 0.003 

 O 1.15 0.67 1.18 0.72 

 R 3 1 4 2 
Table 7: EI and its impact on the collaborative Business 

 
If the p-value is less than the alpha-level (0.05), the test rejects 
the null hypothesis that the model does not fit the data 
adequately and accepts the hypothesis. In Table 8  represents 
that the hypothesis is accepted and   represents that the 
hypothesis is rejected. The hypothesis is tested stratum wise. 

 H1 H2 H3 H4 
S1     
S2     
S3     
S4     
S5     
S6     
S7     
S8     

Table 8: EI and its impact on Collaborative Business 
 
6. CONCLUSION 
The study suggests that Environmental Intelligence for 
greening of ICT and its application is less explored in 
Vadodara region, the business sections covering hospitals and 
retail shopping malls are not considering any significant impact 
of greening of ICT in their business. Right network and 
anytime any where technologies have more impact on the 
businesses. Motivational factors are the reduction of energy 
consumption and reduction of operational cost. 
The results tabulated and analyzed in Section 5.0 depicts that 
Environmental Intelligence (EI) in computing represents a 
responsible way to address the issue of energy consumption 
and operational cost in a business enterprise. By adopting EI 
practices, business leaders can contribute positively to 
environmental stewardship and reduce environmental 
footprints while reducing energy and operational cost. 
Based on the results, it can be recommended that strategic 
alignment of new and emerging ICT technologies such as 
mobile technology, cloud computing, virtualization with 
business has been a key in delivering competitive advantage to 
business, especially in stratum 1(manufacturing units), stratum 
3 (Colleges), stratum 5 (Banks, Finance & insurance companies 
)and stratum 8 (Computer Training & Software Development 
Centers). This alignment needs to be kept in mind when it 
comes to innovative use of emerging technologies and carbon 
reduction. 
The technologies that are most likely to have an impact on 
collaborative business are right network and mobile 
technologies. The results in Section 5.0 illustrate that cloud 
computing is now becoming an important part of an 
organization’s business approach, but they also require a 
corresponding business model that can support the use of these 
technologies.  
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Abstract - In the era of supercomputers multiprogramming 
operating system has emerged. Multiprogramming operating 
system allows more than one ready to execute processes to be 
loaded into memory. CPU scheduling is the process of 
selecting from among the processes in memory that are ready 
to execute and allocate the processor time (CPU) to it. Many 
conventional algorithms have been proposed for scheduling 
CPU such as FCFS, shortest job first (SJF), priority 
scheduling etc. But no algorithm is absolutely ideal in terms 
of increased throughput, decreased waiting time, decreased 
turnaround time etc. In this paper, a new fuzzy logic based 
CPU scheduling algorithm has been proposed to overcome 
the drawbacks of conventional algorithms for efficient 
utilization of CPU. 
 
Index Terms - CPU scheduling, fuzzy logic, 
Multiprogramming Operating System, process, turnaround 
time, and throughput. 
 
1. INTRODUCTION  
With the advancement in operating system, multiprogramming 
operating systems has evolved. In a multiprogramming 
environment, many processes are loaded into memory that 
competes for CPU time. CPU scheduling algorithms 
determines which process will be given processor time and 
which will wait. Some of the objectives that scheduling 
function should satisfy in order to be effective include fairness, 
efficient use of processor time, response time, turnaround and 
throughput [11].There are many scheduling algorithms such as 
FCFS, SJF, PRIORITY Scheduling etc., but none is efficient 
for real time tasks. 
1. FCFS: - In FCFS algorithm the process is allotted 

processor time on First Come, First Serve basis. It is a non-
preemptive scheduling in which the processes are being 
given CPU in the order of their arrival in ready queue. 
Advantage of FCFS is less context switching overhead. 
But the limitations are: - (i) Throughput can be low, since 
long processes can hold the CPU. (ii)Turnaround time, 
waiting time and response time can be high for the same 
reason. (iii)No prioritization occurs, thus this system has 
trouble to meet deadlines of the processes. (iv)Convoy 
Effect: - All the processes wait for one long process to get 
off CPU [11]. 
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2. SJF: - To overcome the limitations of FCFS, Shortest Job 
First (SJF) algorithm was proposed. This algorithm selects 
the process with smallest burst time to execute next.  The 
limitation of algorithm is: - it is very difficult to know the 
burst time of next CPU request. Although this algorithm is 
optimal but it cannot be implemented at the level of short-
term CPU scheduling[11].  

3. SRTF:-Shortest-Remaining-Time-First(SRTF) scheduling 
algorithm is preemptive version of SJF. This algorithm 
allows the next process with shorter burst to preempt the 
process already executing, if the burst of new arrived 
process is shorter than the remaining time for the running 
process.    

4. Priority Scheduling Algorithm (Pri):-In this algorithm 
the process with highest priority is assigned CPU first and 
so on. The priorities are assigned to process by operating 
system. Low priority process gets interrupted by the 
incoming of higher priority process. The limitation of 
algorithm is indefinite blocking or starvation of lower 
priority process if there is large number of high priority 
process.  Also, waiting time and response time depends on 
priority of process. To overcome the limitation of 
indefinite blocking aging technique was proposed which 
gradually increases the priority of processes waiting from 
long time. 

 
None of the algorithms stated above is ideal with respect to 
scheduling objectives. Therefore, in this paper we proposed a t 
new algorithm which uses fuzzy logic to find the dynamic 
priority of the process. 
 
2.  RELATED WORK 
Terry Regner & Craig Lacey[8] introduced the concepts and 
fundamentals of the structure and functionality of operating 
systems. The purpose of this article was to analyze different 
scheduling algorithms in a simulated system. This article has 
the implementation of three different scheduling algorithms: 
shortest process first, round robin, and priority sequence. 
Comparing the three algorithms, they find that the CPU 
utilization values indicate that the shortest process first has the 
highest throughput values with CPU utilization times 
comparable to those of the round robin. Ajit Singh[9] 
developed a new approach for round robin scheduling which 
helps to improve the CPU efficiency in real time and time 
sharing operating system. Alexander[10] stated that 
Multimedia applications have unique requirements that must be 
met by network and operating system components. In any 
multimedia application, we may have several processes running 
dependently on one another. Multimedia is a real-time 
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application. In context of multimedia applications, the CPU 
scheduler determines quality of service rendered. The more 
CPU cycles scheduled to a process, the more data can be 
produced faster, which results in a better quality, more reliable 
output. Many Researchers have tried to implement fuzzy logic 
to schedule the processes. A fuzzy-based CPU scheduling 
algorithm is proposed by Shata J. Kadhim et. al[1]. Round 
robin scheduling using neuro fuzzy approach is proposed by 
Mr. Jeegar A Trivedi et. al[2]. Soft real-time fuzzy task 
scheduling for multiprocessor systems is proposed by Mahdi 
Hamzeh et. al[3]. Efficient soft real-time processing is 
proposed by C. Lin et. al[4]. An Improved fuzzy-based CPU 
Scheduling(IFCS)algorithm for real time systems is proposed 
by H.S. Behera[5].  
 
3. FUZZY LOGIC TERMINOLOGY USED 
3.1 Fuzzy Logic:- A Fuzzy logic is a generalization of 

standard logic, in which a concept can possess a degree of 
truth anywhere between 0 and 1. It allows intermediate 
values to be defined between conventional evaluations. A 
Fuzzy logic system is nonlinear mapping of an input data 
to output data. A Fuzzy logic system consists of 
components: fuzzier, rules, inference engine and de-
fuzzier. The process of fuzzy logic is to first collect the 
crisp set of inputs and convert it to the fuzzy sets using 
fuzzy linguistic variables, fuzzy linguistic terms and 
membership functions. This is known as Fuzzification. 
Afterwards an inference is made on the basis of set of 
rules. Finally, the resulting fuzzy output is mapped to a 
crisp output using the membership functions, in the 
defuzzification step. 

3.2 Fuzzy Logic Terminology :- 
(i) Linguistic Variables: - It is the input or output 
variables of the system whose values are non-numeric.  
The values may be words or sentences derived from 
natural language. 
(ii) Membership Functions: - Membership functions are 
used in the Fuzzification and defuzzification steps of a 
FLS, to map the non-fuzzy input values to fuzzy linguistic 
terms and vice-a-versa. A membership function is used to 
quantify a linguistic term. It is denoted by µ.In our 
proposed algorithm we consider two memberships, one of 
burst time (µb) and other of priority (µp). 

3.3 Fuzzy Inference System (FIS):- Fuzzy inference is the 
process of formulating the mapping from a given input to 
an output using fuzzy logic. The mapping then provides a 
basic from which decisions can be made[5]. An FIS 
consists of an input stage, a processing stage, and an 
output stage. The input stage maps the inputs, such as 
deadline, execution time, and so on, to the appropriate 
membership functions and truth values. There are two 
common FIS:-(i)Mamdani's fuzzy inference method 
proposed in 1975 by Ebrahim Mamdani[6].  (ii)Takagi-
Sugeno-Kang, or simply Sugeno, method of fuzzy 
inference introduced in 1985[7].  

 

These two methods are similar as the procedure of fuzzifying 
the inputs and fuzzy operators. The difference between the two 
is that the Sugeno’s output membership functions are either 
linear or constant but Mamdani’s inference expects the output 
membership functions to be fuzzy sets. 
In our proposed algorithm we use Mamdani’s inference system. 
3.4 Fuzzy Based CPU Scheduling Algorithms:- 

Improved Fuzzy CPU Scheduling Algorithm (IFCS):- 
Scheduling is very critical for real time processes. The 
processes priorities keep on changing in real time. This 
algorithm is based on dynamic priorities (dpi) rather on 
static priorities (pti). It considers membership function of 
priority, burst time and response ratio to find dynamic 
priority and schedule the process according to it. The 
algorithm was proposed by H.S. Behera et al.[6]. This 
algorithm ensures reduced waiting time and turnaround 
time. 
Proposed Fuzzy CPU Scheduling Algorithm (PFCS):- 
This algorithm also calculates dynamic priorities and 
schedules the process according to it but it doesn’t include 
membership function based on response ratio while 
calculating dynamic priority. For calculation of dynamic 
priorities it relies on membership function of priorities and 
burst time. The algorithm is further evaluated to see the 
performance in terms of turnaround time and waiting time.   

 
4. SIMULATOR USED 
4.1 PSSAV (Process Scheduling Simulation, Analyzer, and 

Visualization):-It is an application for CPU scheduling 
algorithm which provides customizable comparison 
between each scheduling algorithm. We have used to 
analyze our algorithm in this simulator.  

4.2 Emulated turbo C++:-It is an integrated development 
environment (IDE) which has C compiler. We have 
developed the code corresponding to our algorithm in this 
IDE. 

 
5. PROPOSED ALGORITHM (PFCS):- 
5.1 Calculate dynamic priority(dpi):- 

1) For each process Pi in ready queue fetch its parameters 
burst time (bti), static priority (pti), and arrival time (ati) 
and give them as input to FIS.  
2) For each process Pi; evaluate membership function    of 
priority i.e. µp  
              µp=pti/max (pti) +1; where 1<=i<=n 
3) For each process Pi; evaluate membership function of 
burst time i.e. µb 
              µb=1-(bti/max (bti) +1); where 1<=i<=n 
4) For each process Pi in ready queue find minimum 
priority process. 
5) To calculate dynamic priority (dpi) 
       If process Pi has minimum priority then 
                    dpi= (µp+µb) 
       Else 
                  dpi= max {µp, µb} 
              where 1<=i<=n 
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Web Based Technologies to Support High Level Process Maturity 
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Abstract - This paper discusses the uses of Web based 
Technologies to support High Level Process Maturity in an 
organization. It also provides an overview of CMMI, focusing 
on the importance of centralized data storage and data access 
for sustaining high maturity levels of CMMI.  Further, 
elaboration is made on the web based technology, stressing 
that change over to Web Based Application is extremely 
helpful to maintain the centralized data repository, to collect 
data for process capability baseline, and to track process 
performance management, with reduced maintenance effort 
and ease of data access. A case study analysis of advantages 
of adopting Web Based Technology is also narrated. Finally 
the paper concludes that the sustenance of High level Process 
maturity can be achieved by adopting web application 
technology. 
 
Index Terms - CMMI, management of organizational 
process improvement, centralized repository, web 
technology, effort booking and automated web based tools.  
 
1. INTRODUCTION 
The Intranet and Internet-based technologies are impacting 
businesses in many ways. New technologies are promising to 
save costs, to improve customer and supplier relationships, 
business processes, and performance, and to open new business 
opportunities. They allow firms to respond better to existing 
challenges and improve the anticipation of future 
developments. While traditional use of information technology 
(IT) has been mostly at the back-end, and for applications 
supporting production-oriented procurement and supply-chains 
of large companies (the traditional area of EDI-systems), a 
recent trend is focusing on user-friendly front-end applications 
supporting non-production-oriented procurement by non-
purchasing experts. The numbers of operational customer 
implementations are growing fast. Individual attempts to 
connect inter-organizational business processes and to 
interchange information are often undertaken independently 
from each other, and, due to a lack of commonly accepted 
standards, leading to incompatible results [1]. 
This paper addresses the use of web based technologies to 
support non production oriented processes. We discuss the 
implications of web based systems on High Level Process 
maturity and some of the critical success factors and key 
decision points that firms have to consider in order to utilize 
the technologies in an optimal way. 
 
E-mail: avsharmila@bel.co.in 

 

An example from the BEL Software Technology Center is 
showcased to clarify the concepts. By presenting results from 
case and field study research, we address researchers as well as 
business managers who want to understand how emerging 
technologies are supporting High Level Process Maturity. 
 
2. BACKGROUND FOR THE NEED 
The BEL Software Technology Centre (BSTC), a leading 
Defence Public Sector Unit (DPSU), has followed the staged 
representation of CMMI. The organization was successfully 
appraised against SW CMM Level 4 in September 2004, 
Maturity Level 5 of the CMMI Version 1.2 in June 2009 and 
recently appraised for sustenance of SEI-CMMI L5Version 1.3 
in May 2012. 
The CMMI model, developed by a group of industry, 
government, and SEI representatives, is made up of best-of-the-
best processes gleaned from multiple disciplines. It provides 
guidance in specific process areas through a set of goals and 
expected practices needed to meet those goals. The BEL 
Software Technology Centre has successfully adopted the 
CMMI best practices and follows statistically measured and 
controlled software process improvements [2]. 
For the Effective Management of Organizational Process 
Improvements the following data are required from Engineers: 
Engineer’s Skill Set, Project & Task Allotment, Effort Hour 
accounted against project tasks, Suggestions for improvements, 
Root Cause analysis for Problems Faced, Trainings required 
and Attended. The organization has more than a couple of 
hundreds of engineers, working in various buildings, and 
connected through the organization’s Intranet.  This Situation 
pushed us to think about a centralized repository to capture and 
access the data from a Single place, with ease of access and 
maintenance. The Web Based application has a Client-Server 
Architecture, providing the single server-multiple clients 
concept. Thus it was decided to develop an Automated Web 
Based in House Tool to Support High Level Process maturity. 
 
3. WEB BASED TECHNOLOGY 
3.1 Overview 
One of the early applications of the Internet was its most 
popular application, the World Wide Web or www. The www 
is one of the software tools that, through the use of hypertext, 
allow computers to link information in new ways different 
from a sequential reading approach, to make it easy to retrieve 
and add information from different computer sources through 
the use of communication links [3].  
In a short time since its inception, the Internet has indeed 
revolutionized business, in that it redefines the methods used in 
traditional business practices and offers another important 
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channel for mass communication[4].Initially, the Internet was 
primarily utilized as a medium for communication (E.g. e-mail) 
purposes. Soon after many organizations from both public and 
private sectors began to discover that they could utilize this 
technology in support of marketing and information 
dissemination purposes. This resulted in organizations realizing 
that the greatest payback in investing in the technologies of 
www would be sharing information about the organization’s 
products and services with the organization’s stakeholders [5].  
As a result, successful organizations of all sizes and types have 
been adopting different applications/technologies of www and 
discovering emerging ways of doing business that even a 
decade ago could not be imagined [6]. 
 
3.2 AVAILABLE TYPES 
There are three main types of web applications: 
 Customer-facing applications are known as ecommerce 

or B2C sites and use the internet. These typically present a 
customer with choices of products or services to buy using 
a shopping cart and payment method. 

 Employee-facing applications use the intranet in a 
company. One example is a company's Accounting 
application. Another might be employee expense 
reporting. These applications previously operated on an 
internal client-server network. They are now web-enabled 
to make them easier to use and deploy. 

 Customer-Supplier facing applications are known as 
B2B (Business to Business) sites and use the extranet, (an 
extension of an intranet that allows outside companies to 
work in a password-protected space). B2B sites provide a 
secure means for sharing selected information. 

Not all web applications fit the above categories. For example 
Yahoo! email is not in any of the above. However, the above 
categories are representative of the main types of applications. 
 
3.3 ARCHITECTURE 
Web applications are built using a 3-tier architecture in which 
the client, server and database constitute the main elements [7]. 
The basic structure of a 3-tier architecture is indicated in the 
figure 1: 
 
 
Internet/   
 
 
 

 
 
Figure 1: Basic structure of a 3-tier application architecture 
 
3.4 TECHNOLOGIES USED TO BUILD WEB 
APPLICATION 
There are 6 competing technology stacks that differ in the 
following attributes [8]: 

• Programming languages (Lang) - can be used to create 
programs that control the behavior of a machine and/or to 
express algorithms precisely. 
• Operating system (OS) is a collection of software that 
manages computer hardware resources and provides common 
services for computer programs.  The operating system is a 
vital component of the system software in a computer system. 
This can be Linux (L), Unix (U) or Windows (W). 
Web server (Server) - can refer to either the hardware (the 
computer) or the software (the computer application) that helps 
to deliver Web content that can be accessed through the 
Internet/Intranet. 
Database support (DB) – A Database Server is a computer 
program that provides database services to other computer 
programs or computers, as defined by the client–server model. 
Sponsoring companies (Sponsors) - A sponsor is the 
individual or group that provides the support, similar to a 
benefactor. 
The following table summarizes these technology stacks. 
Stack Sponsor OS Server DB Lang 
CGI Open  

source 
L/U Apache Varies Perl 

Cold 
fusion 

Macro 
media 

W/L/U Cold 
fusion 

Varies CFML 

LAMP Open 
source 

L/W/U Apache MySQL PHP 

Java/ 
J2EE 

Sun, IBM L/U J2EE Varies Java 

.NET Microsoft W ASP.NET SQL 
server 

VBasic
C# 

Java/ 
J2EE 

Open 
Source 

L/U/W Any Java 
Web 
Server 

Varies Java 

Table 1: Technology Stacks 
 
Adopted Type and Stacks: Since our Engineers are connected 
through intranet, it is identified as the best suitable web 
application type is employee-facing application. The adopted 
stacks for the in house developed tools in BEL Software 
Technology Center are 
For New Tools: SQL Server (DB), Apache Tomcat Server 
(Web Server), OS (L/U/W), Language (Java). 
For Existing Tool (Developed in VB): SQL Server (DB), ASP 
.NET (Server), OS (W), Language (C#). 
 
4. CASE STUDY 
4.1 Establishment of Effort Capturing Web Based Tool in 
Bel Software Technology Centre 
Need: It is required to track the effort hours accounted in the 
organization, with respect to projects and supporting tasks 
(such as quality assurance, testing, configuration management, 
network administration etc), performed by each of the 
engineers. This is needed to be accounted weekly, and collated 
on monthly basis as the total effort expended under each of the 
work orders executed in the organization. 

Data Base Server Client 
Data Internet/

Intranet 
Web 
Browser 

Web 
Server 
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Energy Payback Time Calculation for a Building Integrated Semitransparent 
Thermal (BISPVT) System with Air Duct 
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Abstract - This paper evaluates the energy payback time 
(EPBT) of building integrated photovoltaic thermal 
(BISPVT) system for Srinagar, India. Three different 
photovoltaic (PV) modules namely mono crystalline silicon 
(m-Si), poly crystalline silicon (p-Si), and amorphous silicon 
(a-Si) have been considered for calculation of EPBT. It is 
found that, the EPBT is lowest in m-Si. Hence, integration of 
m-Si PV modules on the roof of a room is economical. 
 
Index Terms - Embodied energy, Energy payback time, 
Photovoltaic 
 
1. INTRODUCTION 
Development in the design and manufacture of photovoltaic 
cells has been very rapid over the last few years because they 
are now predicted to become a major renewable energy source. 
The embodied energy payback time is important for renewable 
technologies as their use makes no sense if the energy used in 
their manufacture is more than they can save in their life-time. 
Energy payback time (EPBT) of a PV module is defined as the 
ratio of energy consumed to produce the PV system to annual 
energy generated from the PV system by using solar energy. 
Slesser and Houman [1] have been reported that the energy 
payback time (EPBT) of a PV module is 40 years. Aulich et al. 
[2] have evaluated the energy payback time of 8 years for a 
crystalline silicon module. The energy payback time for a 
crystalline silicon solar cell module under Indian climatic 
condition for annual peak load duration is about 4 years, 
Prakash and Bansal [3]. Keolein and Lewis [4] have predicted 
the energy payback time (EPBT) of 7.4 years for an amorphous 
silicon (a-Si) solar cell module for the climatic conditions of 
Detroit, USA.  
 
Yamada et al. [5] have evaluated the energy payback time 
(EPBT) for both polycrystalline and amorphous silicon solar 
cell and reported the energy payback time of 5.7 and 6.3 years 
respectively at annual power production rate of 0.01 GW/y. 
Battisti and Corrado [6] have investigated the energy payback 
time (EPBT) for a conventional multi-crystalline building 
integrated system, retrofitted on an inclined roof, located in 
Rome (Italy); with yearly global insolation on a horizontal  
 
1Maharaja Agrasen institute of Technology, Sector-22, Rohini, 
New Delhi 
2Bharati Vidyapeeth’s Institute of Computer Applications and 
Management (BVICAM), A-4 Paschim Vihar, New Delhi 
E-mail: 2deepali102@gmail.com 

plane was taken as 1530 kWh/m2y. They have concluded that 
energy payback time (EPBT) gets reduced from 3.3 years to 2.8 
years. In this paper, energy payback time (EPBT) based on 
overall thermal energy and exergy output from BISPVT system 
with duct, for Srinagar, India has been evaluated. 
 
2. EMBODIED ENERGY  
Embodied energy is defined as: “the quantity of energy 
required by all of the activities associated with a production 
process, including the relative proportions consumed in all 
activities upstream to the acquisition of natural resources and 
the share of energy used in making equipments and in other 
supporting functions i.e. direct energy plus indirect energy”, 
Treloar [7]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Cross section view of building integrated 
photovoltaic thermal (BISPVT) system integrated to roof 

with air duct. 
Thus embodied energy analysis is quantifying the amount of 
energy used to manufacture a material or component. This 
involves the assessment of the overall expenditure of energy 
required to extract the raw material, manufacture product or 
components, installation and maintain the component element 
whichever is being assessed. For the embodied energy analysis 
of BISPVT system integrated to roof with air duct (shown in 
Fig. 1), the total energy requirement for individual components 
with their manufacturing energy needs to be evaluated. The 
break up of embodied energy of each component of BISPVT 
system has been tabulated in Table 1.  BISPVT system consists 
of building materials, DC fan, different PV materials, battery, 
inverter, PV frame and charge controller. 
 

Air flow by 
forced 
convection 

Semitransparent 
PV module 

Solar  
radiation 

Insulated room 

Air duct 
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3.  ENERGY PAY BACK TIME (EPBT) 
The EPBT depends upon the energy spent to prepare the 
materials used for fabrication of the system and its components, 
i.e. embodied energy and the annual energy yield (output) 
obtained from such systems. To evaluate embodied energy of 
various components of systems, the energy densities of 
different materials are required. It is the total time period 
required to recover the total energy spent to prepare the 
materials (embodied energy) used for fabrication of BISPVT 
system. It is defined as the time necessary for a system to 
generate the energy equivalent to that used to produce, install 
and decommission. Mathematically, 

, in

aout

ETotal energy input in manufacturing installation and decommission
EPBT

Annual energy output fromthe system E
 

          

(1)

 

( )

( )
in

epb
aout

Embodied energy E
T

Annual energy output E
               (2) 

EPBT for the BISPVT system with air duct can be expressed 
as,   

&building support BISPVT inverter inst M O dec

aout

E E E E E E
EPBT

E
    

            (3) 

where, 
buildingE , 

supportE , 
BISPVTE  ,

inverterE  ,
&inst M OE 

 ,
decE are the 

embodied energy of the building, support for the BISPVT 
system, BISPVT system, inverter, battery, installation 
maintenance and operation and decommissioning respectively. 
 

Building 
construction 
material 

Specific energy 
content (MJ/ kg) 

Quantit
y used 

Embod
ied 
energy 
(MJ) 

 Rang
e 

Assigne
d 

  

Clay  bricks 
3(23×11×7.5 )cm

 
(for foundation) 

2-7 4.5 1632 kg 
(510 
Nos.) 

7344 

Clay  bricks 
3(23×11×7.5 )cm

 
(for floor) 

2-7 4.5 1600 kg 
(500 
Nos.) 

7200 

Clay  bricks 
3(23×11×7.5 )cm

(for walls) 

2-7 4.5 4896 kg 
(1530 
Nos.) 

22032 

Cement 
sand  
concrete  
(for foundation, 
roof and walls)0 

4-8 
< 0.5 
0.8-
1.5 

6 
0.2 
1.15 

750 
kg(15 
bags) 
646 kg 
1294 kg 

4500 
129.2 
1488.1 

Lime 
(for white wash 

3-5 4 0.5 kg 2 

Mild steel  
(for roof) 

30-60 45 78 kg 3510 

Building 
construction 
material 

Specific energy 
content (MJ/ kg) 

Quantit
y used 

Embod
ied 
energy 
(MJ) 

 Rang
e 

Assigne
d 

  

Paint 
(for doors) 

80-
150 

115 0.5 kg 57.5 

Plywood 
(for one door) 

8-12 10 9 kg 90 

Straw fibre  0.28 5 kg 1.45 
    46354.1

5 MJ 
    12876.1

5 kWh 
Table 1(a).Embodied energy of the building materials used 

for BISPVT system with air duct (Agrawal [8]). 
 
DC fan 
(Exhaust fan) 

Specific 
energy 
content 
 (kWh/ kg) 

Quantity 
used 

Embodied 
energy 
(kWh) 

Aluminium 32.39 0.39 kg 12.63 
Iron 8.89 0.22 kg 1.95 
Plastic 19.44 0.12 kg 2.33 
Copper wire 19.61 0.05 kg 0.98 
Fittings    
Hinges 32.39 0.2 kg 6.47 
Door lock 32.39 0.025 kg 0.80 
Hooks 32.39 0.1 kg 3.23 
Nut and Bolt 
with washer, 
steel, screw 
& rivets 

9.67 1.0 kg 9.67 

   38.09 kWh 
Table 1 (b): Embodied energy used for operating the DC 
fan for forced circulation of air used in BISPVT system 
with duct (Tiwari and Barnwal [9]). 
 

Typ
e of 
PV 
mod
ule 

Exp
ecte
d 
life 

Specific energy 
content 
(kWh/ m2) 

Quan
tity 
(No.) 

Area 
of PV 
(m2) 

Embodied 
energy 
(kWh) 

  Range Assigned    

m-
Si 

30 1120-
1260 

1190 9 0.605 6479.55 

p-Si 30 840- 
980 

910 9 0.605 4954.95 

a-Si 20 308- 
448 

378 9 0.605 2058.21 

Table 1 (c):  Embodied energy for different PV materials 
(Agrawal [8]). 

 
 
 



Energy Payback Time Calculation for a Building Integrated Semitransparent Thermal (BISPVT) System with Air Duct 
 

 
Copy Right © BIJIT – 2013; July-December, 2013; Vol. 5 No. 2; ISSN 0973 – 5658                     595 

 Specific 
energy 
content, 
(kWh) 

Quantity 
used 

Embodied 
energy 
(kWh) 

Battery 46 6 276 
Inverter 1703 1 1703 
M&O 59.5 - 59.5 
PV frame 32.39 kWh/ 

kg 
4.5 kg 145.75 

Charge 
controller 

100 1 100 

Miscellaneous 200 - 200 
 2484.25 

Table 1 (d): Embodied energy for battery, inverter, PV 
frame and charge controller. (Agrawal [8]). 

 
4. RESULTS AND DISCUSSION 
Annual overall thermal energy and exergy gain of BISPVT 
system for different PV material for Srinagar, India 
(considering a, b, c, and d type weather) have been shown in 
Fig. 2. The basic heat transfer equations derived by Vats et al. 
[10] have been used to compute the overall energy and exergy 
for different type of PV materials. 

  
Figure 2: Type of PV Module 

The values of energy and exergy observed from the Fig. 2 for 
BISPVT system with air duct have been tabulated in Table 2. 

The annual solar radiation ( )solE  falling on inclined roof, 

which is equal to the latitude of Srinagar (34 o) is calculated as 
10465 kWh.  

Table 2: Annual overall thermal energy and overall exergy 
for different type of PV materials, for a BISPVT system 

integrated to roof with duct. 
The calculated values of EPBT for BISPVT system on energy 
and exergy basis  have been shown in Table 3.From the table, it 

is found that the energy payback time in BISPVT system 
integrated to roof with air duct is lowest in m-Si on thermal 
(4.26 years)and exergy (15.00 years) basis. Hence, EPBT point 
of view, use of m-Si in BISPVT system with duct is most 
suitable. 
 

S. 
N
o. 

Diffe
rent 
type
s of 
PV 
mate
rials 

Embodi
ed 
Energy 
(kWh), 
(Ein) 

Annua
l 
overall 
therm
al 
energy 
output 
(kWh)

,aout thE  

Annual 
overall 
exergy 
output 
(kWh),  

,aout exE  

(Tepb)ene

rgy 
 
(yrs.) 

(Te

pb)e

xergy 
 
(yr
s.) 

1. m-Si 21877 5204 1479 4.26 15.
00 

2. p-Si 20352 4715 1285 4.38 16.
00 

3. a-Si 17456 3393 762 5.26 23.
00 

Table 3: Calculations of energy payback time for different 
types of PV materials, for a BISPVT system integrated to 

roof with duct. 
5. CONCLUSION 

1. EPBT is lowest in m-Si PV modules integration as 
compared to p-Si and a-Si PV modules integration. 

2. Use of m-Si PV on BISPVT system is economical as 
EPBT is lowest.  
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Abstract - Data preprocessing is a very important task in 
machine learning applications. It includes the methods of 
data cleaning, normalization, integration, transformation, 
reduction, feature extraction and selection. Feature selection 
is the technique for selecting smaller feature subsets from the 
superset of original features/attributes in order to avoid 
irrelevant and additional features/attributes in the dataset and 
hence increases the accuracy rate of machine learning 
algorithms. However, the problem exists when the further 
removal of such features results in the decrease of the 
accuracy rate. Therefore, we need to find an optimal subset of 
features that is neither too large nor too small from the 
superset of original features. This paper reviews different 
feature selection methods- filter, wrapper and embedded, that 
help in selecting the optimal feature subsets. Further, the 
paper shows effects of feature selection on different  machine 
learning algorithms- NaiveBayes, RandomForest and kNN). 
The results have shown different effects on the accuracy rates 
while selecting the features at different margins. 
 
Index Terms - Data preprocessing, feature extraction, feature 
selection, dataset.  
 
1. INTRODUCTION  
In machine learning applications one of the most important 
tasks is data preprocessing [1]. The data that are collected for 
training in the machine learning tasks are not appropriate for 
the training purposes initially. In order to make the data useful 
for such applications, it needs to be processed. Processing 
involves methods for handling missing data [2] and methods 
for detecting and handling noise [3]. Data preprocessing is 
performed in order to prepare the data for input into machine 
learning and mining processes. This involves transforming the 
data for improving its quality and hence the performance of the 
machine learning algorithms, such as predictive accuracy and 
reducing the learning time. At the end of the data preprocessing 
stage, we get our final training set. One of the tasks of data 
preprocessing is feature selection in which only some of the 
features from the dataset are selected and used in the training 
process of the learning algorithm.  
 
 
1, 2Department of Computer Science, University of Kashmir, 
India 

E-mail: mhnzkhan6@gmail.com 
 
 
 

In this process the aim is to find the optimal subset that 
increases the efficiency of the learning algorithm. Features in a 
dataset can be relevant i.e. the features that have influence on 
the output or irrelevant i.e. the features that have no effect on 
the output. Thus feature selection involves identifying the 
relevant features and using them in the machine learning 
application and ignoring the rest of the features with little or no 
predictive information. 
The most important purpose of feature selection is to make a 
classifier more efficient by decreasing the size of the dataset. 
This is necessary for the classifiers that are costly to train e.g. 
NaiveBayes. The processing time and the cost of the 
classification systems are increased while their accuracy is 
decreased if irrelevant and additional features are used in the 
datasets being used for classification. Therefore, it is very 
important to develop the techniques for selecting smaller 
feature subsets. However, it has to be made sure that the subset 
which is selected is not so small that the accuracy rates are 
reduced and the results lack understandability. So it is very 
important that techniques must be developed that help to find 
an optimal subset of features from the superset of original 
features. 
Feature selection comes with two approaches. One is called 
forward selection in which the process starts with no 
attributes/features which are then added one by one. At each 
step, the feature that decreases the error the most is added and 
the process continues until the addition of the features does not 
significantly decrease the error. Second approach is called 
backward selection in which the idea is to start with all the 
attributes/features and then remove them one by one. The 
feature to be removed at each step is the one that decreases the 
error the most, and the process is carried on until any further 
removal increases the error significantly. 
In Section 3, different feature selection methods- filter, wrapper 
and embedded, that help in selecting the optimal feature subsets 
have been explained. Section 4 lists the basic steps that have 
been used for feature selection. Further, Section 5 gives the 
details of the experiment that was carried out using different 
machine learning algorithms on real data sets- Australian 
Credit Approval dataset from UCI Repository of Machine 
Learning Databases and Domain theories, Congressional 
Voting Records Dataset, and Adult Dataset. The optimal 
feature subsets achieved from the experiments have been 
explained in results and conclusion section. 
 
2. RELATED WORK 
This section presents the work done in the field of feature 
selection. A method of feature selection, called RELIEF has 
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been given that assigns a relevance weight to each attribute 
using instance based learning [4]. A book on feature selection 
has been given that includes all the feature selection methods 
that have been developed since 1970s and also gives a 
framework that helps in studying these methods [5]. Wrappers 
for feature subset selection have been developed in which an 
optimal feature subset is searched that is tailored to a particular 
learning algorithm and a particular training set [6]. The FOCUS 
algorithm has been designed for noise-free Boolean domains 
and it follows the MIN-FEATURES bias. It examines all 
feature subsets and selects the minimal subset of features that is 
sufficient to predict the class targets for all records in the 
training set [7]. Information gain and gain ratio are good 
examples of measuring the relevance of features for decision 
tree induction. They use the entropy measure to rank the 
features based on the information gained; the higher the gain 
the better the feature [8]. A feature selection model has been 
proposed using an instance-based algorithm, called RACE, as 
the induction engine, and leave-one-out cross-validation 
(LOOCV) as the subset evaluation function [9]. Emphasis has 
been laid on the issues of irrelevant features and the subset 
selection. It has been concluded that features that are selected 
should be dependent on the features and the target concept, as 
well as on the induction algorithm [10]. The forward and 
backward stepwise methods on the Calendar Apprentice 
domain have been designed, using the wrapper model and a 
variant of ID3 as the induction engine [11]. A method of 
feature selection for SVMs has been developed. The idea 
behind this method is to find those features which minimize 
bounds on the leave-one-out error. They have shown the 
method to be efficient as compared to some standard feature 
selection algorithms by testing on the datasets [12]. Twelve 
feature selection methods have been compared and a new 
feature selection metric called bi-normal separation (BNS) has 
been shown [13]. An introduction to variable and feature 
selection has been given that has suggested the use of a linear 
predictor e.g. a linear SVM and selection of variables in one of 
the two alternate ways. One is to use a variable ranking method 
using a correlation coefficient or mutual information and the 
other with a nested subset selection method that performs 
forward or backward selection [14]. A survey of feature 
selection methods for classification has been given [15]. A 
comparative study of feature selection methods in statistical 
learning of text categorization has been given that has 
evaluated document frequency (DF), information gain (IG), 
mutual information (MI) [16]. 
 
3. METHODS OF FEATURE SELECTION 
Feature selection is regarded as a search problem in a space of 
feature subsets for which we need to specify a starting point, a 
strategy to traverse the space of subsets, an evaluation function 
and a stopping criterion [17]. There are three ways in which 
feature selection can be carried out. These are the filter, 
wrapper and embedded approaches. These methods differ in 
how they combine feature selection search with the 
construction of classification model [18, 23]. 

3.1 Filter Method 
The filter approach selects a subset of the features that 
preserves as much as possible the relevant information found in 
the entire set of features. The methods that use the filter 
approach are independent of any particular algorithm as the 
function that they use for evaluation relies completely on 
properties of the data [24]. The relevance of the features is 
calculated by considering the intrinsic properties of the data. 
This involves the calculation of a feature relevance score and 
the features whose score is less are removed and only the 
remaining subset of features are used as input to the algorithm. 
Some filter methods use correlation coefficients like that of 
Fisher’s discriminant criterion. Other methods use mutual 
information or statistical tests. Initially the filter-based methods 
did not take into consideration the relations between features 
but calculated the relevance of each feature in isolation. 
However, now the filter methods take many criteria into 
consideration e.g. now the filter methods select features with 
minimum redundancy. The most important feature selection 
framework used by many filter methods is the minimum-
redundancy-maximum relevance (MRMR) framework [28]. 
Further the filter methods can be univariate or multivariate. 
Univariate filter methods take into account only one feature’s 
contribution to the class at a time, e.g. information gain, chi-
square. These methods are computationally efficient and 
parallelable however they are likely to select low quality 
feature subsets. On the other hand, multivariate filter methods 
take the contribution of a set of features to the class variable 
into account at a time, e.g. correlation feature selection and fast 
correlation-based filter. These methods are computationally 
efficient and select high quality feature subsets than univariate 
filters.  
 
3.1.1 Advantages of Filter Approach 
Some of the advantages of filter approach are: 
 Filter methods of feature selection can be easily scaled to 

very high-dimensional datasets.  
 These methods perform very fast and are computationally 

simple. 
 They are not dependent on any particular algorithm.  
 In these methods, feature selection is to be carried out only 

once, and then different classifiers can be evaluated. 
 These methods have better computational complexity as 

compared to the wrapper methods. 
 
3.1.2 Disadvantages of Filter Approach 
Filter approach has some drawbacks: 
 These methods do not take into account the interaction 

with the classifier. In other words, this method separates 
the search in the feature subset space from the search in the 
hypothesis space. 

 In this method each feature is measured separately and 
thus does not take into account the feature dependencies. 

 Lack of feature dependencies results in the degraded 
performance as compared to other techniques.  
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However, this problem is solved by a number of multivariate 
filter techniques that involve feature dependencies to some 
extent. 
Examples of this approach: Euclidian distance, t-test, 
information gain, correlation based feature selection, Markov 
blanket filter. 
 
3.2 Wrapper Method 
Filter methods use a function for evaluation that relies on the 
properties of data and thus is not dependent on any algorithm. 
On the other hand, wrapper methods make use of the inductive 
algorithm for calculating the value of a given subset. These 
methods take into account the biases of the algorithm and thus 
are considered to be a better alternative in supervised learning 
problems. Wrapper methods [27] include the model hypothesis 
search within the feature subset search. In this method, the 
subsets of features are selected by first defining a search 
process in the possible feature subsets space, followed by 
generating and evaluating various subsets of features. The 
subsets of features are evaluated by training a specific 
classification model. This makes the wrapper method algorithm 
specific. Then for searching the space of all possible feature 
subsets, this method wraps a search algorithm around the 
classification model. But the search process requires a number 
of executions which results in a high computational cost, 
especially when more extensive search strategies are used. The 
search methods are of two types: deterministic and randomized 
search algorithms. Wrapper methods make use of the classifier 
for scoring the subsets of features based on their predictive 
power. A number of wrapper methods have been developed 
that are based on SVM. Support Vector Machine Recursive 
Feature Elimination is a wrapper method that makes use of a 
backward feature elimination scheme for eliminating 
insignificant features from subsets of features. In this method 
the features are ranked on the basis of the amount of reduction 
in the function. The feature selected for elimination is the one 
with the lowest rank. 
 
3.2.1 Advantages of Wrapper Method 
Advantages of wrapper approaches are: 
 These methods involve the interaction between feature 

subset search and model selection. 
 Wrapper methods take into account feature dependencies. 
 Implementing a wrapper method is quite easy and 

straightforward in supervised learning. 
 
3.2.2 Disadvantages of Wrapper Method 
Its drawbacks are: 
 These methods have a higher risk of overfitting than filter 

techniques. 
 Wrapper methods are computationally intensive. 
Examples of this approach: Sequential forward selection, 
sequential backward elimination, beam search, genetic 
algorithms. 
 
 

3.3 Embedded Method 
Another type of feature selection technique is called embedded 
method. In this method the process of searching an optimal 
subset of features is included within the classifier construction, 
and is viewed as a search in the combined space of feature 
subsets and hypotheses. Embedded methods [25] are specific to 
a given learning algorithm like the wrapper methods. 
Advantage of these methods is that they include the interaction 
with the classification model like the wrapper methods and are 
less computationally intensive than wrapper methods. 
Examples of this approach are decision trees and artificial 
neural networks. 
Examples of this approach: Decision trees, weighted 
NaiveBayes, feature selection using the weight vector of SVM. 
Table 1 shows the comparison of various feature selection 
methods [26]. 
 

Feature Selection 
Methods 

 
Advantages 

 
Disadvantages 

 
Univariate Filter 

Classifier 
independence, 
scalability and fast 
speed. 

Lack of feature 
dependencies and 

classifier 
interaction 

 
Multivariate Filter 

Includes feature 
dependencies. 
Classifier 
independence. 
Better 
computational 
complexity. 

Lack of classifier 
interaction, less 

scalable and 
slower. 

 
Deterministic 

Wrapper 

Includes classifier 
interaction, 
presence of feature 
dependencies 

Classifier 
dependence, risk 

of overfitting. 

 
Randomized 

Wrapper 

Includes classifier 
interaction, 
presence of feature 
dependencies 

Classifier 
dependence, high 
risk of overfitting, 
computationally 

intensive. 

 
Embedded 

Better 
computational 
complexity, 
includes classifier 
interaction 

Classifier 
dependence. 

Table 1: Comparison of Feature Selection methods 
 
4. STEPS USED IN FEATURE SELECTION 
This section discusses the steps followed in selecting the subset 
of features using filter approach. The steps used are: 
 Initialize the learner. 
 Load the dataset. 
 Create the classifiers by training the learner on the dataset. 
 Compute the relevance of the features. 
 Set some margin, say m, and remove all those features for 

which relevance is less than m. 
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 Only the features whose relevance is greater than m are 
used for classification. 

 Finally, use the learner on both the datasets and compare 
the accuracy. 

 
5. EFFECTS OF FEATURE SELECTION ON 

VARIOUS DATASETS 
The above mentioned steps were implemented on various 
machine learning algorithms (RandomForest, NaiveBayes and 
kNN) using different datasets used in our experiments. The 
experiments were carried out in Python programming using 
python machine learning tool. The datasets that were used in 
the experiments are the Australian Credit Approval dataset [19] 
from UCI Repository of Machine Learning Databases and 
Domain theories, Congressional Voting Records Dataset [20], 
and Adult Dataset [21]. The Credit dataset has already been 
used in the evaluation of the machine learning techniques 
earlier in our work [22]. 
 
5.1 Experiment 
Different experiments were performed using different machine 
learners on the three datasets mentioned above.  The machine 
learning algorithms used in the experiments are RandomForest, 
NaiveBayes and kNN. First the performance of the learning 
algorithms without feature selection has been shown on all the 
three datasets. After that performance of the learners has been 
checked by applying feature selection at margins 0.01, 0.02, 
0.03 and 0.04. At different margins, it was observed that a 
number of irrelevant attributes got discarded depending on the 
calculated relevance of the attributes and only the relevant ones 
were used in the learning process.  
Figure 1 shows the performance of machine learning 
algorithms on the Adult Dataset without using feature 
selection. Figure 2 shows the performance of machine learning 
algorithms on the same dataset using feature selection at 
margin 0.01. Figure 3 shows the performance of machine 
learning algorithms on the same dataset using feature selection 
at margin 0.03. Figure 4 shows the performance of machine 
learning algorithms on the same dataset using feature selection 
at margin 0.04. 

 
Figure 1: Results of Adult Dataset without feature selection 

 
 

Figure 2: Results of Adult Dataset at margin 0.01 
 

 
 

Figure 3: Results of Adult Dataset at margin 0.03 
 
Table 2 shows the performance of the machine learners on the 
Adults Dataset in terms of accuracy, first without feature 
selection (FS) and then with feature selection at different 
margins. Table 3 shows the performance of the machine 
learners on the Credit Dataset in terms of accuracy, first 
without feature selection and then with feature selection at 
different margins. Table 4 shows the performance of the 
machine learners on the Voting Dataset in the same way. 
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Figure 4: Results of Adult Dataset at margin 0.04 
 
 
 

Learners 

 
Accuracy 

Without 
FS 

With 
FS 
(0.01) 

With 
FS 
(0.02) 

With 
FS 
(0.03) 

With 
FS 
(0.04) 

RandomForest 0.829 0.829 0.829 0.832 0.803 

NaiveBayes 0.813 0.824 0.829 0.837 0.818 

kNN 0.820 0.822 0.822 0.822 0.830 

Table 2: Results of Adult Dataset at different margins 
 

Learners 
 

 
Accuracy 

Witho
ut FS 

With 
FS 
(0.01) 

With 
FS 
(0.02) 

With 
FS 
(0.03) 

With 
FS 
(0.04) 

 RandomForest 0.845 0.852 0.838 0.837 0.850 

NaiveBayes 0.864 0.864 0.858 0.851 0.830 

kNN 0.831 0.835 0.831 0.851 0.831 

Table 3: Results of Credit Dataset at different margins 
Learners                             Accuracy 

Without 
FS 

With 
FS 
(0.01) 

With 
FS 
(0.02) 

With 
FS 
(0.03) 

With 
FS 
(0.04) 

RandomForest 0.956 0.959 0.959 0.954 0.954 

NaiveBayes 0.903 0.915 0.915 0.915 0.915 

kNN 0.936 0.936 0.929 0.936 0.936 

Table 4: Results of Voting Dataset at different margins 

5.2 Results and Discussions 
For all the datasets the learning algorithms have shown an 
increase in accuracy after feature selection. In some cases, the 
efficiency of learning algorithms after feature selection 
remained same as it was before feature selection depicting the 
fact that the discarded features were irrelevant and contributed 
nothing towards their performance as there was no change in 
accuracy even after discarding them. And hence were not 
needed.   However, in some cases the learning algorithms show 
an increase in efficiency after feature selection. However, it 
increases only up to a certain limit. After that accuracy starts to 
decrease if feature selection is continued as more and more 
features are being discarded. Figure 1 and Table 2 show the 
results for Adult Dataset. Initially when no feature selection 
process is carried out, all the attributes of the Adult dataset (i.e. 
14 attributes) are used in the learning process and the 
efficiencies of learners are 0.829 for RandomForest, 0.813 for 
NaiveBayes and 0.820 for kNN. After that when feature 
selection is carried out at margin 0.01, two of its attributes are 
discarded as their relevance is below the margin and thus only 
12 attributes are used in the learning process. At this margin 
there is an increase in the accuracy of the learners e.g. 
NaiveBayes- 0.824 and kNN- 0.822 or it remains constant e.g. 
RandomForest- 0.829. However, at margin 0.04, four of its 
attributes are discarded and only eight attributes are used in the 
learning process. At this stage the accuracy starts decreasing. 
This shows that we have to find an optimal subset of features 
for a dataset. Similar effects have been shown with other two 
datasets as well wherein feature selection shows an increase in 
the accuracy of all the three machine learners up to a certain 
limit after which accuracy starts decreasing. Table 5 shows the 
number of attributes of all the datasets before feature selection 
(i.e. original number) and the number of attributes that were 
used in the learning process after feature selection. 
 

 
Datasets 

  
  Number of Attributes at different margins 

Before 
FS 

0.01 0.02 0.03 0.04 

Adult 14 12 12 10 8 

Credit 15 11 6 5 4 

Voting 16 14 14 13 13 

Table 5: Number of attributes at different margins 
 
The results in Table 5 show that in case of Adult dataset only 
10 attributes among 14 were relevant because the learners 
showed better or similar performance even after discarding 
these 4 attributes. However, using only 8 attributes decreases 
the accuracy. In case of Credit dataset 11 out of 15 attributes 
were relevant and in case of voting dataset only 13 among 16 
were relevant as it showed better or similar performance after 
discarding 3 of its attributes. 
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CONCLUSION 
Different machine learning algorithms- NaiveBayes, 
RandomForest and kNN were used for evaluation on real data 
sets before and after feature selection taking into consideration 
user defined limits or margins (i.e. 0.01, 0.02, 0.03 and 0.04). 
The results have shown different effects on the accuracy rates 
while selecting the features at different margins. As we realized 
from the experiment that after increasing the margin beyond 
certain limit the performance starts degrading. Hence it is 
necessary to find an optimal subset of features for each dataset.  
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would be called APSO (Artificial Bee Particle Swarm 
Optimization). Addition of ABC will cover the limitation of 
PSO. 
3.3 Particle Swarm Optimization 
PSO algorithm works by having a population of particles. 
Let N is the no. of particles in swarm, each having a position xi 
in the search-space and a velocity vi. Let pi be the best position 
of the particle i and let gb be the best position of the whole 
swarm.  
Algorithm is:  
For each particle i = 1 to N:  
Initialize particle's position with uniformly distributed random 
vector: xi ~ U (blo, bup), blo and bup are the lower and upper 
boundaries of the search-space. Initialize the particle's best 
position to its initial position: pi ← xi. 
If (f(pi) < f(gb)) update the swarm's best position: gb ← pi 
Initialize particle's velocity: vi ~ U (-|bu p- blo|, |bup - blo|) Until 
an end criterion is meet, repeat:  
Step1.Count = 0 
For every particle i = 1 to N:  
For every dimension d = 1 to n:  
Step2. Pick the random numbers: rp, rg ~ U(0,1) 
Step3.Update particle's velocity: vi,d ← vi,d + φp rp (pi,d - xi,d) + 
φg rg (gbd - xi,d) 
Update particle's position: xi ← xi + vi 
Step4. If (f(xi) < f(pi)):  
Update particle's best position: pi ← xi 
Step5.If (f(pi) < f(gb)) update swarm's best position: gb ← pi 
Step6.Now gb holds the best solution. And call it Ta_best. 
Count = count+1. 
The parameters φp, and φg are to be selected. 
   The function used here is sphere function whose global 
minimum value is 0 at (0, 0, …, 0). It is a unimodal function 
with non-separable variables. 
F(x) = ∑x2 

 
3.3 APSO 
The Process of APSO is as: 
Step 1Initialization of Parameters: set number of individuals of 
the swarm; set maximum circle-index; set other constants 
needed. 
Step 2 Initialization of the colony: firstly, generate a colony 
with specific number of individuals. Then as a bee colony, it is 
divided into two categories, each individual’s fitness value; on 
the other hand, as a particle swarm, calculate the fitness value 
of each particle and take the best location as the global best 
location. We assume that the cyclic number is represented by 
iter, and iter +1. 
Step 3 Perform Particle Swarm Optimization. The best location 
in the iteration will be called Ta _ best. There is a count 
variable which will be updated for each updation of the global 
best. 
Step 4 If the global best is greater than 2 then run the Artificial 
Bee Colony Algorithm. After all the choices above have been 
made, the best solution is generated in this iteration which we 
called it GlobalMin. 

Step 5 The minimum between the value of GlobalMin and the 
value Ta _ best is GlobalMins and is defined by the following 
equation: 
Globalmins = globalmins, if globalmins <=Ta_best   
globalmins = Ta_best, if Ta_best<=globalmins 
 
And the GlobalMin and the Ta _ best will both be equal to the 
value GlobalMins, and will be substituted into next iteration 
iter=iter+1. 
Step 6 If the number of circles is greater than the maximum of 
circle - index. If not, go to Step 2; if it is, end the process and 
save the value GlobalMins. 
 
3.4 Artificial Bee Colony 
It simulates the artificial bees to find out the best nectar source 
with swarm intelligence. Just like the artificial bee colony in 
reality, at this algorithm, all the artificial bees are mainly divided 
into two categories. One is called employed foragers. Their job is 
to gather honey from their corresponding nectar source, and to 
exchange information of their source with other bees. The 
specific employed foragers whose source is the best at the present 
will become the ones who lead others to their source. The other 
one is the unemployed foragers. They are the one who don’t find 
out the suitable source by themselves. They can keep looking for 
the source or follow the lead foragers to gather honey. There are 
scouts, search the surrounding the nest and they try to find new 
food sources.The source is suitable or not is decided by the 
fitness value. The larger the fitness value, the better the sources 
is. 
 
4. RESULTS 
4.1 Parameters 
Energy: As each node in the network is a sensor node, each node 
is defined with specific energy we have defined 6 Joules to each 
node. With each communication over the network some energy is 
lost. If the energy is less than minimum required energy or 0, the 
node will be dead itself. Here we keep Threshold 4 so as to 
prevent node from becoming dead. 
Number of Packets: This property represents the number of 
successful packet coming to a cluster head for a specific 
communication. 
Pbest: Particles own experience. It is location which particles 
remember where it was closer in the past means Particle knows 
its own best position. 
Gbest: Whole swarm’s best. The movements of the particles are 
guided by their own best known position in the search-space as 
well as the entire swarm's best known position. Particle choose 
minimum of the two. 
Ta_best: Minimum of Pbest and Gbest. 
Velocity: Initial velocity of packet is taken to be 5m/s. Particle 
changes its position by updating its location and velocity. 
φp : 1/3 
φg : 1/2  
Gloabalminimum: Employed foregoers, they are keeping 
searching the new sources around them and determine which one 
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is turned to according to the minimum fitness value of each 
source which we called it GlobalMin. 
Threshold: We have taken 4 as its value at the time of detecting 
malicious node. When this value comes node is said to be 
malicious. 
Count: We have taken its value to be 2. It is used to check how 
many times global best is updated. When this value exceeds 
colony is updated from Particle Swarm Optimization to 
Artificial Bee Colony so that particle does not trap in local 
optimal problem. 
Count1: Shows the no. of times a packet can go to the sink 
nodes using PSO in the same time as compared to APSO. 
Count2: Shows the no. of times a packet can go to the sink 
nodes using APSO in the same time as compared to PSO. 
 
4.2 Results and Discussion 
A node wants to send a packet to its sink node. For it node send 
packet to its agent node which would send further agent of sink 
node (figure 6). This is called event 1 so it is a Positive event. 
 

 
Figure 4 

As discussed in earlier section that this trust framework runs at 
the agent node which has strong competence to compute, large 
storage and memory. The agent node uses Threshold value to 
monitor all kind of event happened in sensor nodes within its 
radio range and functions in a completely distributed manner. 
Threshold value is taken to be 4, if 4 or more packets comes to 
agent node then it would be considered as the high traffic and 
node can become faulty which would be protected by choosing 
another path as described in next section. Every agent node 
maintains trust table for nodes. So in this paper we use high 
traffic load as a malicious measure. If packets greater than 
threshold value which is 4 try to enter the agent node to send 
their packets to sink node. So it cause high traffic load on agent 
node (figure 7). This is event 2 and is negative event. 

 
   Figure 5 
 
Now Event – Based approach is applied to the agent node and 
node becomes yellow to show high traffic load. As energy gets 
lost with each communication agent node would not be able to 
tackle all packets at a time because this may cause fault to the 
agent node and so if value of threshold reaches agent node stop 
working. 
   The second agent node is detected as bad nodes (shown in 
yellow). This bad node does not allow pass packets to the next 
nodes. It informs its neghibour nodes to choose another path to 
sink node. And by applying APSO we calculated new path. So, 
aafter the bad node is detected, packets changed their path to 
reach the destination based on APSO. Firstly our algorithm use 
concept of PSO (figure 8). 
 

 
   Figure 6 
 
As we have used count limit is 2 so after it becomes two it uses 
the concept of Artificial Bee as there is possibilities of coming 
more new nodes which may lead to better path. As in Artificial 
bee scout helps in finding new source. Here both PSO and ABC 
find their best and these are compared and we choose the best 
one for next location. And now local optimum (discussed in 
earlier section) of PSO is removed (figure 9). New nodes are 
represented by cyan colour. 
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   Figure 7 
 
Now Artificial bee found new better route and now it can be 
used (figure 10). 
 

 
    

Figure 8 
Now we calculate the no. of times a packet can go to the sink 
nodes using APSO in the same time as compared to PSO. We 
would count it through two variables count1 (for PSO), count2 
(for APSO). This is shown in table1 in next part below. 
 
4.3 Graph of Malicious node Detection 
At event 1 as discussed in results it is positive event and we 
have chosen 1 as a trust value for positive event. 
At event 2 as discussed in result it is negative event and it is not 
trusted one and we will show it as 0 value for trust value of 
node which will force us to change the direction to sink node 
and we have chosen APSO algorithm to do that. This is shown 
in figure 11. 

 
 

Figure 9: Trust Rating 
 

4.3.1 Comparison of PSO and APSO 
As we have discussed before there is a limitation of PSO that it 
can trap in local optimum. If after trapping in local optimum of 
PSO we use only PSO the following graph is made. Figure 12 
shows the distance travelled by packets.  
 

 
 

Figure 10: Path chosen by PSO 
But if we use our APSO we found that a new better path has 
come and this makes packet to go through a best shortest path as 
shown in following graph. Figure 13 shows distance travelled by 
packets. So now we can say that our proposed Algorithm (APSO) 
is better than PSO. 
 

 
 

Figure 11: Path chosen by APSO 
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send two times in 
the same time of 

PSO) 
APSO Less Count2=2 

Table 1: Comparison of packets delay in PSO and APSO 
 

After implementing APSO packets transmitted (figure 14) over 
the network is increased as compared to PSO (figure 15) in 
minimum time because packets are transmitted through the 
shortest path. Packet delay is shown in table 1. This is counted 
by count1 (for PSO) and count2 (for APSO) variables in our 
proposed work. 
 

 
 
   Figure 12 
 

 
   Figure 13 
5.  CONCLUSION 
In this paper we consider high traffic load as a measure of 
malicious node. It is nature of these networks that higher traffic 
load is observed in some events.Here we use Agent-based 
approach with different events for detection of node before it 
becomes a faulty node and that detected node informs its entire 
neighbour about its maliciousness to choose another path and 
also we use an combine approach of Artificial bee colony and 
PSO called APSO to choose on optimized path. After detection 
of malicious node due to high traffic load we calculated 

alternate path using modified PSO (APSO). As a result APSO 
can send two times more packets in the same times of PSO ,we 
use our APSO we found that a new better path has come and this 
makes packet to go through a best shortest path and thus  it 
overcomes the disadvantage of PSO which is used to get trap in 
the local optimal. 
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Abstract - With the advent of globalization, technology 
revolution has fastened its pace. Owing to availability of 
skilled, English speaking and cheap manpower, India enjoys 
being the favorite destination for outsourcing. These 
organizations are characterized by IT enabled operations, 
strategic HR practices, rotational shifts and high employee 
turnover rate. Despite good remuneration and other benefits, 
this sector witnesses maximum attrition. Managers try to 
empower and support their subordinates but the engagement 
level of employees is decreasing day by day. The present study 
seeks to understand the perception of employees pertaining to 
the level of empowerment and engagement with respect to 
variables like, job security, work-life balance, concern from 
top management, performance review system etc.. The study 
was conducted in Delhi NCR region wherein the respondents 
were selected through multistage sampling (N=100). Data 
was collected through self-constructed questionnaire 
(cronbach alpha =0.83).Demographic differences were also 
explored as male and female employees are treated differently 
at BPOs. Relationship between the level of empowerment and 
engagement was also analyzed. The paper seeks to provide an 
insight to top management and corporate practitioners of 
BPOs, who can use advanced techniques to develop an 
empowered culture thus, promoting engagement. 
 
Index Terms – Attrition in BPOs, Empowerment of BPO 
employees, Engagement, Gender issues in BPOs, ITES. 
 
1. INTRODUCTION 
India is full of educated, English speaking and tech-savvy 
graduates who are ready to work in fewer salaries as compared 
to their western counterparts. Indian IT sector offers cost 
effective services to the customers situated globally and has 
emerged as one of the major key players in this global village. 
Companies readily assign their non core functions to the 
outsourcing firms in order to focus on their core competence. 
Such companies to which these functions are assigned are 
known as BPOs (Business Process Outsourcing) (Pathak and 
Sarin, 2011) [1]. Availability of skilled and relatively cheap 
manpower makes India a favorite destination for running 
operations of ITES/BPO sector. By the advent of technology 
revolution on global front, organizations are adopting ITES for 
almost every aspect of their employees make huge money out 
of it but on its contrary, it leads to high turnover rate as well  
 
1, 2USMS, Guru Gobind Singh Indraprastha University, Delhi, 
India 
E-Mail: 1pujakhatri12@gmail.com and 
2khushboo0803@gmail.com 

(Desai, Majumdar and Prabhu, 2010) [2]. Present workforce is 
of knowledge workers who want to upgrade their skills and 
knowledge on continuous basis. They want respect at 
workplace, fair treatment, compensation according to their 
contribution, transparent reward policies etc. In the rise of such 
events, the role of HR has evolved from that of personnel 
management to strategic HRM. HR managers are striving for 
betterment in this sector. They have initiated incentive schemes, 
socialization ceremonies, career development programs, reward 
and recognition programs, open door policy etc. Infrastructure 
of such companies is outstanding and workstations are 
ergonomically designed. Still this sector needs reinvention in 
terms of transparent practices, fair workload and reward 
distribution and competitive salary packages. Meaningful work 
is said to have great influence on the cognitive part of 
performance (Spreitzer, 1995) [3]. Also, role of transformational 
leadership is crucial. The way supervisors behave can mould the 
performance level of employees. Poaching is another issue faced 
by this sector (Mishra, 2007) [4]. This happens in absence of 
sufficient growth opportunities in the organization. 
Organizations need to understand that individual growth matters 
to employees. Govt. of India along with State Govts. are taking 
significant steps to promote India as the most preferred 
destination for ITES. NASSCOM is helping govt. in 
formulating certain policies and frameworks in order to revive 
this industry (Begum, 2013) [5]. 
This study is an attempt to understand the underlying factors 
affecting empowerment and engagement level of employees and 
to establish a relationship between two. The findings of this 
study will provide invaluable insights to BPO managers so that 
they can redesign or improve the work patterns. 
 
2. LITERATURE REVIEW 
Business Process Outsourcing is the branch of IT by which 
services are rendered to the companies’ clients. These services 
can be customer care, handling IT operations, financial backend 
processes etc. In present context India’s competence in IT has 
been widely recognized and appreciated in ITES sector majorly. 
In India, BPO industry has grown in the last decade. India 
enjoys being the favorite offshore destination because of people 
(manpower) and location. Over 2million students graduate every 
year in India who are computer literate and can speak English. 
They are willing to work at nearly 80% less salary than their 
western counterparts (Raman, Budhwar and Balasubramanian, 
2007) [6]. BPOs have a formal and structured HRM system in 
place which performs many strategic functions to enhance 
involvement and commitment of employees (Raman et al, 2007) 
[6]. The extent to which an employee is involved in one’s task 
will enhance the engagement level of employee with the 
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organization. Evolution of the concept of employee 
engagement can be traced back to 1990s when Kahn (1990) [7] 
explained its meaning as “the harnessing of organization 
members’ selves to their work roles; in engagement, people 
employ and express themselves physically, cognitively, and 
emotionally during role performances (p.694)”.The concept of 
engagement may be defined by different organizations 
differently but the end result is same for all and i.e. 
discretionary effort (Perrin, 2003) [8]. Devi (2009) [9] opines 
that engagement is the degree to which an employee puts 
discretionary efforts into his or her work over and above 
required time, brainpower or energy. Apart from competitive 
remuneration, teamwork, healthy working conditions, peer 
relationship, skill development, advancement opportunities and 
learning opportunities are said to have an impeccable effect on 
the level of engagement. Saks (2006) [10] conducted a study in 
order to test a model of the antecedents and consequences of 
job and organization engagements based on social exchange 
theory. He identified that engagement can be at two levels: job 
engagement and organization engagement and concluded that 
different factors act as their antecedents. Perceived 
organizational support predicts both; job characteristics act as 
antecedent to only job engagement and procedural justice 
predicts organization engagement. Job and organization 
engagement mediated the relationships between the antecedents 
and job satisfaction, organizational commitment, intentions to 
quit, and organizational citizenship behaviour. 
Pritchard (2008) [11] opines that the concept of Employee 
Engagement can be fairly defined in terms of: Say (Measure of 
how employees are going to portray their own organization), 
Stay (measuring employees’ loyalty towards their organization) 
and Strive (measures employees’ readiness to do “over and 
above” their duties to attain organizational success). These 
three dimensions so mentioned are clearly relevant for the BPO 
workforce. May, Gilson and Harter (2004) [12] opine that 
meaningful jobs, job-security and presence of transformational 
leaders are significantly related to engagement. Maslach, 
Schaufeli and Leiter (2001) [13] argue that job engagement is 
associated with a fair allocation of workload, autonomy to 
exercise choice and control, receiving recognition and rewards 
for efforts, a supportive work environment, fairness and justice, 
and meaningful and valued work. IT managers largely depend 
on their subordinates for understanding the technical solutions 
to propose strategies for business. They need to play the role of 
a coach and communicator in order to have coordination 
(Kanooni, 2005) [14]. The support extended by the supervisor 
indeed enhances the engagement level of employees.   
Studies have revealed that engaged employees tend to be more 
productive, efficient and have more chances to stay with their 
organization. Employee engagement has a positive correlation 
with enhanced performance. According to Lockwood (2007) 
[15], employee engagement acts as a strong antecedent to 
organizational success. Greater the engagement greater will be 
the employee retention, loyalty, customer satisfaction and 
enhanced organizational reputation (Lockwood, 2007; Gallup, 
2008; Desai et al, 2010 and Hallberg and Schaufeli, 2006) [15] 

[16] [2] [17]. Engaged employees are capable of propelling 
organization to new heights of growth. A proper communication 
channel in place, employee participation and empowerment are 
very crucial elements of employee engagement. An empowered 
employee base is considered to be more engaged resulting in 
improved productivity, motivation level and better aligned with 
the organizational objectives. Such employees have less or no 
intention to leave their organization. In a study conducted by 
Stander and Rothmann (2010) [18], it has been found that 
Psychological empowerment predicts Engagement. It 
emphasizes that employees who recognize a purpose in their 
work, recognize their own caliber and skills, capable of pursuing 
their career goals and believe that they can control the system in 
which they are working, are more engaged as compared to their 
peers. The dictionary meaning of “Empower” is to promote the 
self-actualization or influence of or to give official authority or 
legal power to. Spreitzer (1995) [3] defines empowerment as an 
individual’s experience of internal motivation that is based on 
cognitions about oneself in relation to one’s job role. He also 
identified four individual psychological determinants which 
may affect behavior of an employee viz. meaning, competence, 
self determination and impact. These four determinants might be 
considered as psychological conditions that lead to engagement 
(Stander et al, 2010) [18]. The final goal of empowerment is to 
create and empowered organizational culture, which is time 
consuming and demands dedication of top management and 
involvement of employees (Kanooni, 2005) [14]. One cannot 
deny the importance of leadership in creating an empowered 
culture. Leaders exhibiting empowerment behavior are capable 
of fostering success as employees feel empowered through 
enhanced responsibility, authority to take decisions, receiving 
timely information and feedback, motivation and 
encouragement. Elmuti (1997) [19] opines that empowerment 
process can’t be initiated where autocratic form of leadership 
exists. So, role of leadership can’t be ignored. BPO industry is 
struggling to fill the gap of demand and supply of professionals 
(Agarwal, 2012) [20]. The employees don’t consider BPO jobs 
to be long lasting. The very nature of BPO jobs is monotonous 
and mind numbing. These jobs are characterized by rotational 
shifts and long working hours. The pace of the work in call 
centers is controlled by automatic call distributor (ACD) or 
predictive dialer. The time spent on each call, break taken and 
response given is also monitored by team leaders. All these 
things create a pressure on employees leaving them more 
frustrated with the job and thus encouraging attrition (Budhwar, 
Varma, Singh and Dhar, 2007) [21]. Also, BPO doesn’t provide 
any scope for skill up gradation and the work experience of 
BPOs is not considered to be relevant for other job profiles 
(Babu, 2004) [22]. Due to such reasons, Indian outsourcing 
industry experiences high level of attrition rate and low level of 
employee tenure as employees keep looking for better 
opportunities continuously (Holman, Batt and Holtgrewe, 2007) 
[23]. BPO industry is said to have highest attrition rate and fast 
employment growth which reduces the average tenure of an 
employee in an organization. ITES/BPO witnesses the entry of 
highly qualified professionals but only for a short time period as 
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they make exit in short stint of time (Thite and Russell, 2010) 
[24]. Where engaged employees are the assets for an 
organization, disengaged employees act as liability. 
Disengagement of employees incurs huge cost to the 
companies. “Engagement” is not an individual phenomenon, it 
comprises many elements; job security, support from 
supervisors and availability of resources which  act as positive 
predictors of engagement. Seijts and Crim (2006) [25] 
identified 10 C’s of engagement: Connect, Career, Clarity, 
Convey, Congratulate, Contribute, Control, Collaborate, 
Credibility and Confidence. These include almost all aspects of 
engagement. According to Hickman (2010) [26] there are 5 
dimensions of engagement: a) ‘Belonging’ wherein employees 
identify with the organization’s core values and develop an 
understanding of relating their acts to the accomplishment of 
organization’s goals b) ‘Inspiration’ which means that there 
must be a trust between the employee and the leader. 
Employees must know that their opinion counts, for this a 
participative form of leadership will work c) ‘Understanding’ 
entails communication of plans in time and clearly. Employees 
must understand what are they expected to do. Feedback 
practice should be followed to intimate employees about their 
performance d) ‘Support’- an environment of supportiveness 
develops when supervisors are there for employees. It is the 
duty of leaders to develop such an organizational culture and e) 
‘Appreciation’ means to encourage employees by appreciating 
their efforts in front of all, it gives a feeling of accomplishment 
and enhances morale. 
It can be seen that according to many authors, an empowered 
work culture is capable of enhancing engagement level of 
employees which further boosts up the performance and 
productivity of employees. Such employees have fewer 
intentions to leave their organizations. BPOs implement 
strategic HR practices to empower their employees and 
enhance involvement. Still, the employees at these 
organizations are not engaged. ITES sector of India is 
renowned globally for rendering quality and relatively cheap 
services to the organizations. There is an urgent need to 
identify other factors which account for this attrition rate in 
BPOs 
2.1 Women at BPOs 
Women represent almost one-third part of the BPO sector and 
their contribution in this industry is major. Technology and 
certain regulatory changes have accentuated the demand of 
female employees in BPO sector. The Factories Act (2005) has 
been amended to allow women working in night shifts 
provided, all provisions in place to ensure their safety. 
Employers need to provide equal opportunities to women 
employees and must maintain their dignity at workplace 
(Pathak and Sarin, 2011) [1]. Major reasons behind joining this 
industry are easy entry and exit, fair remuneration, not much 
qualification required and lifestyle. Yet, they face serious 
issues like, night shifts, flexible working hours, transportation, 
socio-cultural factors and sexual harassment, which need to be 
addressed (Kaur and Gupta, 2012) [27]. Women working in 
night shifts suffer from certain behavioral and psychological 

syndromes like, irritability, alcohol use, anxiety and depression 
etc. (Begum, 2013) [5]. In India, women are supposed to take 
care of their families as home maker which disturbs their work-
life balance while working in this sector.  
Gender discrimination is quite visible in this sector. Women 
employees need to put in their best effort to come at par with 
their male counterparts. Employers have less trust on them for 
accomplishing challenging jobs. Only repetitive tasks are given 
to them and that too without any autonomy. If any woman 
happens to precede as a boss then employers don’t let her take 
important decisions independently (Pathak and Sarin, 2011) [1]. 
2.2 HR practices at BPOs  
The prime objective of HRD is to unleash the unlimited 
potential of employees and to develop that potential by 
appropriate and systematic efforts (Selvi, 2012) [28]. HR 
department has begun to understand the issues faced by women 
now. Day care facilities for their kids, recreational activities, 
paid maternity leaves, provision for short leaves etc. have been 
initiated by the HR managers. Though these practices resolve 
this problem only at the face (Pathak and Sarin, 2011) [1]. 
Budhwar et. al.(2007) [21] opine that almost all BPO units 
follow their written HR strategies. The objectives of the 
department remain a) accurate ‘recruitment’ wherein they look 
for people having excellent communication, technical and 
problem solving skills, b) providing ‘fair compensation which 
depends on grade, previous work experience, skills of 
employees, c) conducting ‘performance appraisal’ on the basis 
of how well an employee performed, d) giving ‘training’ 
required for performing a job like soft skills, basic software 
knowledge etc. and e) ensuring ‘retention’ by addressing key 
problem areas of BPOs like bureaucratic work settings, 
monotonous jobs, lack of growth opportunities etc. Practices 
followed by HR departments in Indian BPOs are setting 
benchmark for even developed nations, as they keep 
improvising their performance appraisal and career development 
programs. MNCs in India are adopting similar talent retention 
strategies as that of their western counterparts (Stumpf, Doh and 
Tymon, 2010) [29]. 
 
3. HYPOTHESES 
H1: There exists a positive relationship between the level of 
engagement and level of empowerment of working 
professionals of BPOs. 
H1a: There exists a positive relationship between belonging and 
the level of empowerment of working professionals of BPOs. 
H1b: There exists a positive relationship between inspiration 
and the level of empowerment of working professionals of 
BPOs. 
H1c: There exists a positive relationship between understanding 
and the level of empowerment of working professionals of 
BPOs. 
H1d: There exists a positive relationship between support and 
the level of empowerment of working professionals of BPOs. 
H1e: There exists a positive relationship between appreciation 
and the level of empowerment of working professionals of 
BPOs. 
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H2: There exists a significant difference between male and 
female employees of BPOs as regards their perceived level of 
empowerment. 
H2a: There exists a significant difference between male and 
female employees of BPOs as regards their perceived level of 
autonomy in deciding job methods. 
H2b: There exists a significant difference between male and 
female employees of BPOs as regards their perceived level of 
impact in organization. 
H2c: There exists a significant difference between male and 
female employees of BPOs as regards their perceived level of 
performing meaningful job activities. 
H2d: There exists a significant difference between male and 
female employees of BPOs as regards their perceived level of 
possessing complete knowledge of required skills 
 
4. RESEARCH METHODOLOGY 
This research initiative studies the perception of working 
executives of BPO sector in the NCR region regarding their 
levels of empowerment and engagement. The research has been 
carried out with a self constructed questionnaire. The 
questionnaire had several items related to the perception of 
respondents regarding belongingness, inspiration, 
understanding, support and appreciation extended to employees 
in corporate organizations. The questionnaire had two parts, 
part A was purely focused on collecting demographic details. 
Part B mapped the perception of respondents as regards 
different variables related to empowerment level of employees 
like, autonomy in deciding job methods and know how, 
importance of one’s job, control over work etc. and 
engagement level of employees like autonomy in decision-
making, growth opportunities, involvement, availability of 
information and communication etc. and  The questionnaire 
was constructed on a five point Likert agreement scale to 
measure the responses on the decided variables. The 
questionnaire was subjected to review by experts and their 
inputs have been incorporated accordingly. Reliability of the 
same was computed to be Cronbach Alpha .83. According to 
Nunnally (1978, p. 245) the instruments used in basic research 
have reliability of about .70 or better. 
The sampling was multistage. In the first place it was purposive 
wherein the researchers drew out a list of 32 BPO organizations 
in the NCR. The list was generated through the web link 
(http://www.fundoodata.com/advance_search_results.php?and
new_industry_id[]=18andcompany_type_id[]=3andlevel_id=1
andcity_id=0andcriteria=1andsearch_type=1). Eight 
companies were shortlisted from the list such that one  
company each was selected  from the east  ,west ,north , south 
,central  ,Gurgaon, Faridabad and Noida region 
.Questionnaires were administered to about 20 managerial 
level employees from each of these companies . About 100 
completed questionnaires (out of 160) were taken for the study. 
The data was subjected to inferential and descriptive analysis. 
 
 
 

5. DATA ANALYSIS AND FINDINGS 
The descriptive analysis of data is presented in Table 1. 
Engagement has been measured in five dimensions viz. 
Belonging, Inspiration, Understanding, Support and 
Appreciation.  
Employees develop a sense of belongingness when they identify 
with the core values of their organization and start relating the 
impact of their acts on accomplishment of organizational goals. 
In BPOs, employees get easy entry but to sustain that job 
becomes a challenge. Rotational shifts, monotonous tasks and 
strenuous work environment make employees frustrated, disturb 
their work-life balance and thus, force them to move out of the 
organization. These jobs are not considered long lasting by the 
employees and job-hopping becomes a frequent practice. Owing 
to such reasons, employees are not able to establish that bond 
with the organization and don’t develop a sense of 
belongingness towards their organization (m=3.59, s.d.=0.58). 
They feel that organization is concerned for its own profits and 
not towards their individual career goals. It de-motivates 
employees. Employees feel inspired when their leaders 
encourage them to participate in important decision making 
discussions and when they get fair remuneration according to 
their contribution. Relationship between team leaders and team 
members and remuneration plays a pivotal role here. These are 
the constituents of ‘inspiration’ dimension and the perception 
towards this dimension is lowest amongst BPO employees 
(m=3.45, s.d.=0.66). This is because top level management 
don’t invite opinions of lower level employees. Also, BPO 
handles more than one process simultaneously where the 
concerned operation manager may discuss important and urgent 
things with the team leader only but not employees. Even if top 
or middle level managers don’t show their concern, team leaders 
of the different processes take due care of the team members 
needs. They keep all communication channels in place in order 
to keep everyone aware, listen to problems faced by team 
members on workstations and maintain a healthy working 
environment. This forms the reason for enhanced level of 
perception of employees towards ‘understanding’ dimension 
(m=3.88, s.d.=0.53). The presence of such practices at 
workplace indeed enhances the intrinsic motivation of 
employees and creates a bond between employer and 
employees. Team leaders care for their team members and their 
professional needs. They act as liaison between them and top 
management. Furthermore,  corporate programs and annual 
meets are organized to fulfill the social needs of employees as 
well as ensuring availability of required materials and 
information, so, many respondents are satisfied with the level of 
‘support’ they receive from their organization (m= 3.85, 
s.d.=0.51). In order to enhance the empowerment level of 
employees, BPOs have developed a tradition to give “star of the 
week” and “employee of the month” titles to employees who 
outperform in the given tasks. These titles are announced 
amongst all employees and operations managers and gifts are 
given to such employees. Such recognition boosts up the morale 
of such employees and others as well. ‘Appreciation’ dimension 
of engagement comprises it all and employees are found to be 
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contented about it (m=3.81, s.d.=0.57). Overall Engagement of 
the professionals working in BPOs on the basis of these five 
dimensions is moderate (m=3.71 and s.d.=0.57). The reasons 
behind this are less concern of top management towards 
employees who are working day and night in different 
processes for the organization. Employees feel bounded as log-
in hours and breaks are fixed. They are not free to move 
frequently out of their floors as punch-in entries are recorded 
for each employee. 
Such reasons frustrate employees and force them to leave the 
organization.  

  

N 
Mini
mum 

Maxim
um 

Mea
n 

Std. 
Deviati

on 
Understanding 100 2.25 5 3.88 0.53 
support 100 2.75 5 3.85 0.51 
appreciation 100 2 5 3.81 0.57 
Belongingness 100 2 5 3.59 0.58 
Inspiration 100 1.25 5 3.45 0.66 
Engagement       3.71 0.57 
Table 1: Mean scores of five dimensions of Engagement 

In order to understand the relationship between the dimensions 
of engagement viz. belonging, inspiration, understanding, 
support, appreciation and the perceived level of empowerment, 
correlation coefficients were calculated. A higher coefficient 
indicates a stronger correlation between variables. 
There existed a moderate and positive relationship between the 
perceptions of employees regarding the feeling of 
belongingness and perceived level of empowerment (r=.490, 
p<.01)- Table 2. Employees understand that in order to develop 
that intrinsic motivation to come to work, there has to be a 
“connect” between them and the organization. When 
employees feel that they are the integral part of their 
workplace, they feel empowered. The systems, practices and 
managers should give pertinence to this and use it to retain 
human capital. Therefore, H1a stands accepted.  

    
Belongingnes
s 

Empowerme
nt 

Belongingnes
s 

Pearson 
Correlatio
n 

1 .490** 

Sig. (2-
tailed)   0 

N 100 100 

Empowerme
nt 

Pearson 
Correlatio
n 

.490** 1 

Sig. (2-
tailed) 0   

N 100 100 
Table 2: Correlation between Belongingness & 

Empowerment 

A positive relationship was observed between the inspiration 
dimension and perception towards empowerment (r=.514, 
p<.01)- Table 3. This study was conducted on BPOs rendering 
IT services and it can’t be denied that technology is dynamic in 
nature. In this sector, learning can take place only by 
exchanging information, so, team leaders and managers seek 
certain technical information and details of working by 
employees. They need to extend required support to such 
employees in return. Also, these team leaders seek others’ 
opinions regarding certain decisions. It gives team members a 
sense of recognition in their department. On the remuneration 
front, overtime and incentive schemes also contribute to 
inspiration for working in this type of working environment. 
Hence, H1b is accepted. 

    Inspiration Empowerment 

Inspiration 

Pearson 
Correlation 1 .514** 
Sig. (2-
tailed)   0 
N 100 100 

Empowerment 

Pearson 
Correlation .514** 1 
Sig. (2-
tailed) 0   
N 100 100 

Table 3: Correlation between Inspiration & Empowerment 
Timely communication from team leaders, safe working 
environment and sound feedback mechanisms are the elements 
of understanding. It was observed that team members exhibit 
higher level of perceptions about the relationship of 
understanding and empowerment (r=.425, p<.01)-Table 4. This 
may be attributed to the reasons that BPOs have systems in 
place to provide regular and immediate feedback to the 
employees working in various processes. Every voice call or 
backend task gets vetted first by auditor and relevant feedback is 
given to the employee. Team leaders are informed and directed 
in advance to communicate all requisite information to the team 
members. Therefore, H1c also stands accepted. 

    
Understandin
g 

Empowerme
nt 

Under
standi
ng 

Pearson 
Correlation 1 .425** 

Sig. (2-tailed)   0 

N 100 100 

Empo
werm
ent 

Pearson 
Correlation .425** 1 

Sig. (2-tailed) 0   

N 100 100 
Table 4: Correlation between Understanding & 

Empowerment 
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A positive relationship was observed between the support 
received from team leaders and peers and perceived level of 
empowerment (r=.429, p<.01)-Table 5. Role of leader support 
and peer relationship in enhancing empowerment can’t be 
sidelined. Support from superiors is shown when they address 
the work related issues of employees and extend the required 
help. Relationship with peers plays an important role on and off 
workplace as it fulfills the social need of employees. BPOs 
frequently organize corporate meets and get-togethers to fulfill 
this need of employees and to make them aware of new trends 
of technology prevailing in global scenario in an informal 
manner. It was observed that presence of such provisions 
increases the perception of employees towards relationship of 
support and empowerment. So, H1d is accepted.  

    Support 
Empowerme
nt 

Support 

Pearson 
Correlation 1 .429** 

Sig. (2-tailed)   0 

N 100 100 

Empower
ment 

Pearson 
Correlation .429** 1 

Sig. (2-tailed) 0   

N 100 100 
Table 5: Correlation between Support and Empowerment 
Appreciation, one of the most crucial dimensions of 
engagement is fairly addressed in BPO sector. Literature 
suggests that when employees receive recognition for their 
efforts and appreciated by team leaders and managers, they feel 
empowered. BPO employees possess positive perceptions 
about the relationship of appreciation and empowerment 
(r=.441, p<.01)-Table 6. BPOs have a culture to reward 
outperformers in front of all team members, team leaders and 
concerned managers. Titles like “Star of the week” and 
“Employee of the month” along with small gifts are given to 
such employees. This enhances the motivation level of 
employees and thus boosts up performance. Therefore, H1e is 
accepted.  

    
Appreciatio
n 

Empowermen
t 

Apprecia
tion 

Pearson 
Correlation 1 .441** 

Sig. (2-tailed)   0 

N 100 100 

Empowe
rment 

Pearson 
Correlation .441** 1 

Sig. (2-tailed) 0   

N 100 100 
Table 6: Correlation between Appreciation & 

Empowerment 
Many authors suggest that empowerment is one of the major 
driving forces of engagement which further enhances 

performance and productivity and helps to retain employees. 
BPO employees show a higher level of perception about the 
relationship between engagement and empowerment 
(r=.705,p<,01) from Table 7. The employers at BPO sector have 
understood the need of the hour. They look up to the standards 
of western nations in order to come at par with them. They have 
started decentralizing decision making powers to their 
employees in order to give autonomy to them, open door policy 
has been implemented by superiors in order to make employees 
feel comfortable contacting them, reward and recognition 
policies have been revived and a trend of corporate and annual 
meets have been started. As all five dimensions of engagement 
bear a positive and strong relationship with empowerment, H1 
which states that there exists a positive relationship between 
engagement and empowerment is accepted. Literature suggested 
that empowerment and engagement are positively and strongly 
related in different sectors. No study has been conducted to 
establish this relationship in BPO sector empirically. The 
researchers of this study conclude that empowerment acts as a 
driving force for engagement in BPO sector as well and can 
work miraculously in retaining employees. 

    
Engagemen
t 

Empowermen
t 

Engagement 

Pearson 
Correlatio
n 

1 .705** 

Sig. (2-
tailed) 

  0 

N 100 100 

Empowermen
t 

Pearson 
Correlatio
n 

.705** 1 

Sig. (2-
tailed) 

0   

N 100 100 
Table 7: Correlation between Engagement & Empowerment 
Levene’s t-test for equality of variances (Table 8) has been 
applied to test hypothesis H2 that there exists a difference 
between male and female respondents as regards their level of 
empowerment in their organization. It can be observed that there 
exists no difference between male and female respondents as 
regards their perceived level of autonomy in deciding job 
methods (t= -0.275, p<0.05). This is because women constitute 
majority portion of the workforce of BPOs. HR managers prefer 
women employees as they possess required patient to handle 
queries, have convincing and soft voice and are good 
administrators. Recruiting female employees, for most of the 
processes remains priority for HR managers. Post joining, team 
leaders leave certain job related decisions up to them only, 
which gives women employees a sense of control over their 
work. Hence, H2a is rejected.  The level of empowerment gets 
affected when one gets to know one’s impact/influence in 
his/her organization. Employees feel empowered when they 
realize that their contribution to their organization matters. 
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There found to be no difference between male and female 
employees of BPO sector as regards their perceived level of 
impact in their organization (t=0.739, p<0.05). Women 
employees are very converse with the fact that they occupy a 
significant position in this industry because of traits they 
possess and so are the BPO managers. For their efforts in 
accomplishing given tasks they get recognition and 
appreciation by the managers. It enhances their motivation 
level and they feel that their contribution matters to the 
organization. Therefore, H2b stands refuted.  Organizations in 
the present era are evolving as learning organizations and 
employees as knowledge workers. All employees are 
concerned towards what they do at their workplace. They want 
to enrich their job roles by adding some meaning to it. They 
demand challenging roles for personal growth. To meet such 
expectations of employees, HR department design tasks in 
specialized manner and thus, monotonous, repetitive tasks are 
being replaced by challenging ones. Women employees are 
given such challenging tasks to perform and they feel no 
difference is there in the kind of work they get to do and their 
male counterparts (t= -0.63, p<0.05). Females have overcome 
various taboos levied over them in past. They are mobile, 
professionally educated and are ready to take opportunities 
hands-on. Hence, H2c stands rejected. Information and skills 
required to perform such specialized tasks demand continuous 
upgradation. There found to be no difference between male and 
female employees of BPOs about possession of complete 
knowledge of required skills (t= -0.183, p<0.05). This can be 
because in order to garner the job related needs of employees, 
HR department of BPOs organizes workshops by experts. HR 
department in consolidation with other managers design 
policies to be at par with western MNCs. With such unbiased 
approach of managers in training employees, female employees 
believe that they possess complete knowledge of all required 
skills. Therefore, H2d is also refuted. It becomes very evident 
that HR department has understood the significance of female 
workforce very well and is working towards addressing their 
workplace issues. Owing to these findings, Hypothesis 2 which 
states that there exists a significant difference between male 
and female employees of BPOs as regards their perceived level 
of empowerment stands refuted. 

6. CONCLUSION AND IMPLICATION 
Indian ITES/BPO sector is rampantly growing but has its own 
set of challenges. Young professionals are entering the 
workforce in BPOs in huge numbers so; it has become crucial 
to understand their characteristics and expectations from 
workplace. Career development practices help managers in 
retaining talent at workplace (Sullivan and Mainiero, 2007) 
[30]. These practices can enhance the productivity and 
performance of employees. According to Dash, Singh and 
Vivekanand (2008) [31], chances of promotion and 
opportunities for personal growth also boost up the engagement 
level of BPO employees. Few good MNCs help employees in 
completing their post graduation in order to enhance their 
knowledge. It also motivates employees and makes them feel 

empowered. They need people who have got required skills. 
Wrong selections also lead to enhanced employee turnover rate. 
Organizations must try to gain an insight into the behavioral 
dynamics of present workforce and its implications for the 
leaders of tomorrow. The analysis of the data tells that  
managers working in BPOs are not satisfied with the leadership 
shown by the immediate superiors as well as top management. 
‘Boundations’ created by strict patterns of working, force 
employees to leave the companies. Only professional care is not 
enough for employees to keep them motivated. They are of the 
opinion that there is much to life than just work. Top 
management and superiors need to improve their personal 
working relationships in order to meet their individual needs. 
Top management must live up to their commitments in order to 
build trust amongst young managers. Also, the biasness must be 
eliminated completely from the system in order to make things 
transparent.  
 The BPO workforce which belongs to different backgrounds 
demands support, recognition and praise from their bosses. 
Female employees need to be empowered by employers. They 
are capable of performing challenging tasks, so must be 
provided with significant growth opportunities. They don’t 
appreciate unethical or unjustified practices. Unfair allocation of 
workload, uncompetitive salary structure and unfair review 
system lessens their morale level leading to disengagement from 
organization. The jobs situations are needed to be redesigned. 
Advanced technologies like e-learning programs, simulation 
exercises, motivational training etc. must be used to train them. 
Challenging work, support system of bright and creative people, 
team membership, autonomy at workplace, continuous learning 
and concern for their personal needs can transform the face of 
working practices for females at BPOs. Family support is also 
required to enhance the mobility of women managers. 
Organizations take due care regarding the security of females 
working in BPOs. This must be accompanied with some 
autonomy at workplace as well. Stereotyping must be addressed 
seriously now by the means of mentoring and counseling male 
employees. Also, continuing education courses to keep such 
employees updated about the advancements of industry, career 
development skills training, opportunities for growth and 
promotion, mentoring and leadership development programs are 
other avenues which must be considered by the management 
(Monis and Sreedhara, 2011) [32]. These factors are important 
components of empowerment as well which make employees 
feel important in the organization. 
 
7. LIMITATION OF THE STUDY AND AVENUES FOR 
FUTURE RESEARCH 
There are certain limitations to this study. It was conducted on 
the sample of 100 respondents from the BPO organizations in 
Delhi-NCR. The results so obtained cannot be generalized for 
whole BPO sector. Time constraint to conduct this study posed 
another limitation.  
BPO culture is characterized by monotonous tasks, rotational 
shifts, unfair distribution of rewards, stiff competition, stressful 
jobs and different working practices for male and female 
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managers. The employees of this dynamic industry are 
ambitious and look out for better opportunities always. This 
study can be extended to larger sample in order to identify 
other factors which affect performance of BPO employees. 
Career development and talent retention strategies can be 
studied in same sector by other researchers. 
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Independent Samples Test 
    Levene's Test 

for Equality of 
Variances 

t-test for Equality of Means 

    

F Sig. t df 
Sig. (2-
tailed) 

Mean 
Difference 

Std. Error 
Difference 

    

Autonomy in deciding 
job methods 

Equal variances 
assumed 0.062 0.804 -0.275 98 0.784 -0.04921 0.17879 

Equal variances not 
assumed   

-0.278 47.432 0.782 -0.04921 0.17695 

Impact in 
organization 

Equal variances 
assumed 0.529 0.469 0.739 98 0.462 0.15119 0.20451 

Equal variances not 
assumed   

0.71 43.153 0.482 0.15119 0.21298 

Meaningful job 
activities 

Equal variances 
assumed 0.075 0.784 -0.63 98 0.53 -0.12329 0.19559 

Equal variances not 
assumed   

-0.59 41.292 0.558 -0.12329 0.209 

Complete knowledge 
of skills required 

Equal variances 
assumed 0.484 0.488 -0.183 98 0.855 -0.03399 0.18564 

Equal variances not 
assumed   

-0.196 53.557 0.845 -0.03399 0.17331 

Table 8:  Difference in the level of empowerment of male and female working executives (t-test). 
Group Statistics 

  
gender N Mean Std. Deviation 

Std. 
Error 
Mean 

Autonomy in deciding job 
methods 

1 73 3.877 0.798 0.093 

2 27 3.926 0.781 0.150 

Impact in organization 1 73 3.781 0.886 0.104 

2 27 3.630 0.967 0.186 
Meaningful job activities 1 73 3.877 0.832 0.097 

2 27 4.000 0.961 0.185 

Complete knowledge of skills 
required 

1 73 3.781 0.854 0.100 

2 27 3.815 0.736 0.142 
Table 9: Group Statistics- Empowerment (Male & Female employees) 
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Abstract - The advent of cloud computing has opened up 
numerous avenues which were not explored or harnessed in 
the best possible manner. Knowledge management is one of 
such fields. In order to identify, create, store, represent or 
disseminate knowledge, the existing tools, technologies or 
methodologies have not been able to achieve what an 
organization always desires for its progress. The under-
utilized intellectual capital is not even accounted for properly 
due to improper implementation of knowledge management 
methodologies. The implementation and maintenance costs 
also play a major role in the unacceptability of the techniques 
at a vast scale. In order to implement cloud computing 
successfully, a wide range of knowledge and its simultaneous 
dexterous management is also a prerequisite. Enterprises, 
whether business or service, need to adopt such strategies, 
guidelines, and structures that implement this combo in an 
effectual manner. This paper discusses the different aspects 
like reasons for under-utilization of organizational 
knowledge, the intersecting issues of cloud computing and 
knowledge management, impact of cloud computing on 
knowledge management, benefits of Knowledge 
Management-as-a-service and major players in market 
providing Knowledge Management-as-a-service. 
 
Index Terms – Cloud Computing, Knowledge Management, 
Knowledge Management-as-a-Service.  
 
1. INTRODUCTION 
Cloud computing has been in the market for quite some time.  
With the concept slowly settling in the world, the emergence or 
recognition of new cloud resources is making it much more 
viable as compared to that in the past. With the evolvement of 
the market, it is imminent to properly identify the available 
resources, and categorize the components of cloud computing 
according to the newly discovered patterns. Cloud computing 
when used, does not only have a higher impact on the 
technology; it greatly affects the people also. 
Cloud computing describes the development of many existing 
technologies and approaches to computing into something 
different. Cloud separates application and information 
resources from the underlying infrastructure, and the 
mechanisms used to deliver them. 
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Cloud enhances collaboration, agility, scaling, and availability, 
and provides the potential for cost reduction through optimized 
and efficient computing. More specifically, cloud describes the 
use of a collection of services, applications, information, and 
infrastructure comprised of pools of computation, network, 
information, and storage resources. These components can be 
rapidly orchestrated, provisioned, implemented and 
decommissioned, and scaled up or down; providing for an on-
demand utility-like model of allocation and consumption [1]. 
Service delivery models of cloud computing are increasing day 
by day. With the popularization of a few categories like 
Storage-as-a-service, software-as-a-service, Platform-as-a-
Service, Database-as-a-service, Information-as-a-service, and 
Management-as-a-service, the attention has been shifted to one 
of the most important aspect of any organization, i.e. 
knowledge management.  
Knowledge Management is a scientific process that initiates its 
working by amassing knowledge (both tacit and explicit), 
filtering it, structuring or restructuring it, storing and finally 
disseminating it. The dissemination process of the already 
stored knowledge is again very crucial, as it should also be in 
such a manner that  
 The access to knowledge is timely, accurate and easy. 
 The accessed knowledge aids adequately in decision 

making, and 
 The available knowledge facilitates in creation or 

generation of new knowledge. [2] 
A successful knowledge management strategy must address 
four key areas:  
 knowledge management strategy as a core focus and 

competency,  
 flexible structure for knowledge creation and 

dissemination, 
 technology and processes, and  
 skilled knowledgeable workers [3].  
Knowledge management adds transparency to an otherwise 
opaque backdrop of the issues encompassing cloud computing 
because it provides the solution to the problems of the 
oversimplification, incompletion and inadequacy of 
information. The need for knowledge management also arises 
because the processes, tools & technologies involved and 
adopted should be evolved and refined keeping in view the 
opportunities that cloud computing is offering. 
 
2. REASONS FOR UNDER-UTILIZATION OF 

ORGANIZATIONAL KNOWLEDGE 
Two reasons have been the core for the under-utilization of the 
organizational knowledge: 
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 The principal reason is the reluctance of the employees to 
divulge the tacit knowledge. An employee sees it either as a 
threat (because he fears losing his job on the grounds of 
competition), or finds the sharing of information a time-
consuming and mundane work for which he does not gain 
any incentive. 

 Secondly, most of the organizations lack the proper modus 
operandi, framework, tools and technologies to amass the 
freely flowing intellectual capital, which goes unused and 
totally wasted. The acknowledgement of the wasted capital 
and timely investment in accumulating this asset and there 
after proper utilization for decision making is not yet 
achieved on a large scale.  

 
3. CLOUD COMPUTING AND KNOWLEDGE 

MANAGEMENT: THE INTERSECTING ISSUES 
As technology changes, however, the need for a clear and 
definitive knowledge management is increasing. The increase 
in adoption of mobile devices, cloud computing, and virtual 
workplace only makes knowledge management more important 
[4]. 
The deployment and consumption modalities of cloud should 
be thought of not only within the context of ‘internal’ vs. 
‘external’ as they relate to the physical location of assets, 
resources, and information; but also by whom they are being 
consumed by; and who is responsible for their governance, 
security, and compliance with policies and standards. 
The risk for knowledge management-as-a-service also depends 
upon: 
 The types of assets, resources, and information being 

managed 
 Who manages them and how 
 Which controls are selected and how they are integrated 
 Compliance issues [5]. 
Key issues regarding data lifecycle security in the cloud with 
reference to knowledge management-as-a-service include the 
following: 
 Data security. Confidentiality, Integrity, Availability, 

Authenticity, Authorization, Authentication, and Non-
Repudiation. 

 Location of the data. There must be assurance that the data, 
including all of its copies and backups, is stored only in 
geographic locations permitted by contract, SLA, and/or 
regulation.  

 Data remanance or persistence. Techniques for completely 
and effectively locating data in the cloud, erasing/destroying 
data, and assuring the data has been completely removed or 
rendered unrecoverable must be available and used when 
required. 

 Data backup and recovery schemes for recovery and 
restoration. Data must be available and data backup and 
recovery schemes for the cloud must be in place and 
effective in order to prevent data loss, unwanted data 
overwrite, and destruction.  

 Data discovery. As the legal system continues to focus on 
electronic discovery, cloud service providers and data owners 
will need to focus on discovering data and assuring legal and 
regulatory authorities that all data requested has been 
retrieved.  

 Data aggregation and inference. Practices must be in play 
to assure the data owner and data stakeholders that the data is 
protected from subtle “breach” when data is commingled 
and/or aggregated, thus revealing protected information (e.g., 
medical records containing names and medical information 
mixed with anonymous data but containing the same 
“crossover field”) [1]. 

 
4. IMPACT OF CLOUD COMPUTING ON 

KNOWLEDGE MANAGEMENT 
Cloud services are increasingly being used for the purpose of 
knowledge management because of the following reasons: 
 Technological advancement related to ubiquitous high-speed 

internet connectivity  
 Shrinking cost of data-storage, 
 The propagation of smart mobile devices at electric speed 

around the world 
These factors have helped in fulfilling the pre-requisite of 
simple, cost-effective and flexible information. The use of 
smart phones and tablets demonstrates the potential of cloud 
computing to empower the users with sophisticated and high-
powered yet uncomplicated and easy-to-use computer 
applications and information, which was otherwise not so easy 
to access. 
It is rare today to find a user who is not aware of Google and 
the data and information that lays only a few clicks away. 
Faced with this ever-growing repository of knowledge, 
organizations struggle to provide the right solution to 
customers faster than they can find it on the Internet. A few 
aspects of the Google-effect can leave organizations 
vulnerable. The source of information found on the Internet 
must be carefully evaluated by the user to ensure that it can 
support decision-making. Dissemination of corporate 
knowledge is slow and often does not meet the needs of the 
user population. It is important for corporations to develop a 
knowledge management strategy that responds to user needs in 
a timely and efficient manner – that takes information and data 
real time and provides that information and data in the right 
context from a trusted source – the corporation [4].  
The cloud magnification effect has been felt as discussed 
below: 
 Maintaining freedom of information: when internet 

communications were shut down during unrest in Egypt, a 
team of international companies combined cloud services 
and social networking to connect in-country mobile phone 
networks to deliver text messages internationally via Twitter, 
in just a couple of days [6]. 

 Broadening frontiers of transformation: the continuously 
falling costs of computing, data transmission and storage are 
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constantly broadening the opportunity for cloud services to 
transform businesses and business models 

 Enabling social networking: it’s important to note that the 
entire social networking phenomenon is enabled by cloud 
computing. It is believed that the eventual impact of social 
networking on businesses and the related improvement in 
productivity will be profound. 

 Accelerating technology transitions: one big difference 
between the successful introduction of tablet computers in 
2010 from earlier failed attempts is that cloud-based services 
are available today to do the background computation, 
storage and other “heavy lifting” that make tablet computers 
useful tools [5]. 

 
5. BENEFITS OF CLOUD COMPUTING FOR 

KNOWLEDGE MANAGEMENT PERSPECTIVE 
Keeping in view, the knowledge management process, the 
following requirements can be catered efficiently with cloud 
computing: 
 Cloud computing greatly reduces the technology related 

costs. Synergies are created through reduction in computing 
resources, time and modelling process. The large and 
variable storage needs for maintaining huge knowledge 
management systems can be accomplished by the use of 
cloud storage models. 

 It provides access to variety of services to the users. 
 It opens gates to several options for the knowledge users, 

earlier unknown to them. 
 Cloud computing is an effective way to streamline the 

knowledge and make it readily available also. 
 It accelerates the development and acquiescence of the 

competencies and capabilities of knowledge works in any 
organization. 

 It extends the use of open-source services and shared 
developments across the globe. 

 It reduces the activities and costs related to management of 
infrastructure. 

 The work structure is changing these days, where 
requirement of access to information could be anywhere and 
at anytime. Cloud resources are the best answer to such 
indispensability.  

 Through cloud computing, one can gain faster access to 
technology and the process of knowledge management 
becomes more connected and collaborative, as the structure 
is framed on highly scalable and reliable web oriented 
architecture.  

 It improves access to data that corroborates the decision-
making process and consolidates the studies & research 
processes. Latest project status, innovative ideas, new 
experiences and finest practices can thus be shared within an 
enterprise. It even motivates the employees for bringing forth 
creative strategies while carrying out the regular work, and 
enjoying it as well. 

 It enhances awareness about the processes as the experiences 
are gained in different regions, sectors & fields of the world. 

 Search patterns in knowledge management systems may vary 
and may experience sudden fluctuations and hiccups and can 
be better managed with an elastic/scalable computing model. 

 Majority of knowledge management activities are generic in 
nature for which SaaS applications may be provided. 

 Enterprises refrain from employing knowledge management 
tools and techniques primarily due to the cost incurred, but 
with cloud computing, pay-as-you-go concept can help solve 
this problem, as the required and limited services or 
resources are available at hand. 

 Access to knowledge can be allowed on the basis of user’s 
permission level. 

 With the aid of cloud computing, knowledge can be 
converted into an asset which acts as a stimulant for 
innovations and research. 

 
6. MAJOR PLAYERS IN MARKET PROVIDING 

KNOWLEDGE MANAGEMENT AS A SERVICE 
Cloud based services, in context to the knowledge management 
platform are increasing day by day. Many players have entered 
the arena, and are providing assorted services. A few are 
discussed as follows: 
Salesforce Knowledge Management as a Service 
Knowledge management software as a service from 
salesforce.com makes it easy to capture, review, catalog, and 
access information, so agents can find what they need when 
they need it. Knowledge management system by Salesforce 
includes these key features: 
 A solution encyclopedia 
 A private and public knowledge base 
 Intuitive browsing and searching 
 Solution administration 
 Solution workflow 
 Multilingual solutions 
 Suggested solutions 
 Solution ratings [7]. 
BMC Knowledge Management as a Service 
BMC provides a powerful knowledge content search engine 
that not only helps service desk analysts find solutions to 
incidents, but also provides users with access to resources for 
resolving their own issues. BMC Knowledge Management as a 
Service is part of the BMC Remedy IT Service Management 
Suite. This offering delivers cloud-enabled service desk, self-
service, inventory, and basic knowledge management 
capabilities hosted on the Cloud Platform [8]. 
Office 365 and SharePoint Online 
Office 365 allows with anywhere access to email, web 
conferencing, documents, and calendars. It includes business-
class security. Office 365 provides easy-to-use, cloud-based 
management tools in a single location. Through the 
administration user interface IT staff can set up new user 
accounts, control access to features, and see the status of all 
Office 365 services and tools in real time. 
Microsoft SharePoint Online, which is part of the Office 365 
offering, provides out-of-the-box facilities for implementing 
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Knowledge Management as a Service for most enterprise 
needs. Microsoft SharePoint Server technology delivered as an 
online service makes the power of the cloud work for the 
organization. SharePoint Online helps in creating sites to share 
documents and information with colleagues and customers [9]. 
Igloo Software 
Igloo is a web-based platform for collaborating at work. It's a 
digital workplace that enables to share files, find answers, solve 
problems, locate information and expertise and tap into the 
collective knowledge of customers, partners and peers, 
virtually anywhere. 
 Communicate with integrated messaging, presence & status 
 Share, organize & manage documents & multimedia 
 Collaborate through blogs, forums, wikis, polls and events 
 Build rich user profiles to locate expertise & knowledge 
 Find what you need faster through activity streams & search 

[10]. 
SpringCM Solutions 
SpringCM offers powerful content cloud services platform 
available for businesses today. The service provided makes it 
easy to share documents, collaborate around content, 
streamline business processes, and deliver better business 
outcomes. A broad range of information - from content 
management, document and file sharing to collaboration, 
automated workflows, and cloud technology - in a wide range 
of formats are provided [11]. 
 
7. CONCLUSION 
The adoption of cloud computing through knowledge 
management route will enable organizations to gain velocity 
with respect to information technology and to cater according 
to the continuously changing requirements of the market. It will 
empower not only the enterprises but also all the key 
participants. 
Cloud providers must ensure that the information security 
systems they provide are responsive to customer requirements 
and the data, both primary and secondary, must be preserved as 
authentic and reliable. Expansion and up gradation is 
imperative for cloud computing because if such an 
improvement is done in procedures or techniques or policies 
even for one customer then it is going to be advantageous for 
others as well. 
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Abstract - Regression testing is used to confirm that previous 
bugs have been fixed and that new bugs have not been 
introduced. Thus regression testing is done during 
maintenance phase and applied whenever a new version of a 
program is obtained by modifying an existing version. To 
perform a regression testing a set of new test cases and old 
test cases that were previously developed by software 
engineers are reused. This test suite is exhaustive in nature 
and it may take long time to rerun all test cases. Thus 
regression testing is too expensive and the number of test 
cases increases stridently as the software evolves. In present 
work, an additional fault detection test case prioritization 
technique is presented that prioritizes test cases in regression 
test suite based on number of concealed faults detected by test 
cases. Both noncost cognizant and cost cognizant 
prioritization of test cases have been performed using 
proposed technique and efficiency of prioritized suite is 
assessed using APFD and APFDc metric respectively. 
 
Index Terms – APFD, APFDc, Cost-cognizant, Regression 
testing, Test case prioritization. 
 
1.0 INTRODUCTION 
A software product goes through requirement elicitation phase, 
design phase, implementation phase and testing phase before 
being fully operational and ready for use [1]. At the coding 
time developers often saves the set of test cases to test the 
module written and to reuse them later whenever software 
undergoes changes. When testing phase starts testing team 
creates a separate test suite, test environment and test oracle to 
validate the whole software system against customer 
satisfaction. Most of the time it is assumed that the software 
life cycle end after its delivery. But a long lasting maintenance 
phase starts after the deployment of the software to the 
customer’s site. During this long life software evolves through 
numerous modifications and additions based on faults, change 
of user requirements, change of working platform or 
environments, change of government policies, and so forth. 
With the evolution of software product, maintaining its quality 
becomes more difficult and harder due to its numerous released 
versions, which goes on incrementing with every new set of 
changes to the previous version. These modifications into the 
existing software or addition of new features to the software 
may create new faults or may cause it to work improperly.  
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Thus assuring the quality of software product along with these 
modifications and additions is the challenging task of 
maintenance phase. Sometimes the quality may become worse 
than before. On the other hand, users hope that the new version 
of the software should be easy to use, has more features, and 
has better quality than before. 
Regression testing is used to confirm that fixed bugs have been 
fixed and that new bugs have not been introduced. Regression 
testing refers to that portion of test cycle in which a program P’ 
is tested to ensure that not only does the newly added or 
modified code behaves correctly, but also the code that carried 
over unchanged from the previous version P continues to 
behave correctly. Thus regression testing is done during 
maintenance phase and applied whenever a new version of a 
program is obtained by modifying an existing version. 
Regression testing is sometimes referred to as “program 
revalidation”. The term “corrective regression testing” refers to 
regression testing of a program done after making corrections 
to the previous versions. Another term “progressive regression 
testing” refers to a regression testing of a program done when 
new features are added to the previous version. To perform a 
regression testing a set of new test cases and old test cases that 
were previously developed by software engineers are used. 
This test suite is exhaustive in nature and it may take long time 
to rerun all test cases. Thus regression testing is too expensive 
and the number of test cases increases stridently as the software 
evolves. 
Researchers [2-3] have provided effective regression testing 
techniques. The simplest one is to reuse all test cases that were 
run before the modification of previous version of the software. 
But it might waste time and resources due to execution of 
unnecessary tests. Therefore it is desirable to run only a subset 
of test suite, which can be chosen by using regression test 
selection techniques. The drawback of test subset selection 
techniques is that some important and crucial test cases might 
be evaluated as worthless and might not be selected for 
execution, which might cause some effected portion of the 
software to be remained untested. Another approach is to 
permanently remove the number of test cases from the test suite 
by eliminating redundant test cases and thus reducing the test 
suite size, which can be accomplished by using test suite 
reduction techniques. The downside of this is that it might 
degrade the fault detection capability with the reduction of test 
suite size. The above discussed problems can be solved by test 
case prioritization techniques, in which test cases in a test suite 
are rearranged in an attempt to make sure that faults get 
revealed at earlier stage of testing process. Test case 
prioritization techniques schedule test cases in an order such 
that those with higher priority, according to some objective 
criteria, are executed before than those with lower priority, to 
meet some performance goal. Test case prioritization can be 
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used in conjunction with test subset selection and test reduction 
techniques to prioritize test cases in selected or minimized test 
suite [4-6]. 
In this paper, a new test case prioritization algorithm has been 
proposed that prioritizes the test cases in the test suite based on 
the maximum number of faults detected which has not been 
revealed by any other test case executed so far. In first 
experiment, test cost and fault severities are considered as unity 
and then test cases are prioritized using proposed algorithm. 
The efficiency of prioritized suite is then measured using 
APFD metric. In second experiment, test cost and fault 
severities are incorporated while prioritizing test cases and 
measured using APFDc metric.  In the end experimental results 
are analyzed and compared. 
The rest of this paper is structured in the described format. In 
Section 2, a brief description of test case prioritization 
technique is given followed by literature survey in Section 3. 
The new algorithm to test case prioritization is presented in 
Section 4. The experimental studies along with the obtained 
results and their analysis are given in Section 5.  Finally, some 
conclusions are drawn in Section 6. 
 
2. TEST CASE PRIORITIZATION 
Test case prioritization problem is defined as finding a 
permutation of test cases to maximize an objective function, 
which reflects the prioritization goal. The formal definition of 
this problem can be expressed as follows [3, 7-9]. 
 
2.1 Problem Statement 
Given: T, a test suite; PT, the set of permutations of T; f, a 
function from PT to the real numbers.  
Problem: Find T ′ ∈ PT such that (∀T′′) (T′′ ∈ PT) (T′′≠ T′) [f 
(T′) ≥ f (T′′)]  
Here, PT represents the set of all possible prioritizations 
(orderings) of T, and f is a function that, applied to any such 
ordering, yields an award value for that ordering. The 
definition assumes that higher award values are preferred over 
the lower ones. 
 
2.2 Measuring Efficiency 
In order to measure the effectiveness of test case ordering 
obtained through test case prioritization technique, a metric 
APFD (Average Percentage of Fault Detected) has been 
defined in the literature [3]. This metric measures average 
percentage of faults detected (rate of fault detected) against 
average percentage of test suite executed. Its value ranges from 
0% to 100%. Higher APFD value reveals higher rate of fault 
detection and lower value reveals lower rate of fault detection. 
This metric provides a mean to compare efficacies of various 
prioritization techniques. In a formulaic presentation of the 
APFD metric, let T be a test suite containing n sequential test 
cases, and F be a set of m faults revealed by T. Let T’ be some 
ordering of T.  Let TFi

 

 be the first test case in T’ that reveals 
fault i. The APFD for T’ is: 

  (1) 
 
The limitation of APFD metric is that it treats all test cases with 
equal cost and all faults with equal severity. However, 
practically these factors possess distinct value for different test 
case and drastically affect the effectiveness of test case 
ordering. In such cases, the APFD metric provides 
unsatisfactory results. To triumph over the weakness of APFD 
metric a new metric APFDc (Average Percentage of fault 
Detected per Cost) has been suggested in the literature [3]. This 
metric measures average percentage of test case cost incurred 
against average percentage of fault severity detected. The 
APFDc metric can be quantitatively described as follows: let T 
be a test suite containing n test cases with cost t1, t2,……., tn. Let 
F be a set of m faults revealed by T, and let f1,f2…..,fm be the 
severities of those faults. Let TFi be the first test case in an 
ordering T’ of T that reveals fault i. The weighted (cost-
cognizant) average percentage of faults detected during the 
execution of test suite T’

 
 is given by the equation: 

   (2) 

 
3. LITERATURE SURVEY 
Researchers [7, 9-10] have provided variety of test case 
prioritization techniques. Most of these techniques prioritize 
test cases based on their coverage information such as 
statement coverage, branch coverage, loop coverage, function 
coverage, condition coverage, and fault detected. Different 
prioritized suite of test cases are then obtained based on 
different coverage techniques and evaluated using APFD 
metric in order to contrast them. However, these code coverage 
based prioritization techniques have two limitations. 
First, these techniques consider the value of test cost and fault 
severity as equivalent. On the contrary, factors allied to test 
cost and fault cost radically affect the ordering of test cases in 
prioritized suite and so its efficacy. As a consequence, 
researchers work out different ways to compute test cost and 
fault cost and provide cost cognizant test case prioritization 
techniques [2-3, 8, 11] that include these factors while 
prioritizing test cases. The efficacy of cost cognizant test case 
prioritization techniques can be measured through APFDc 
metric.  
Literature [12-13] also proposed historical value based 
approach for cost cognizant test case prioritization in which a 
historical value model is used to calculate historical value of 
test cases based on the historical test case cost and the 
historical fault severities.  
Second limitation is that, testers needed source code to assess 
coverage information of test cases and if source code is not 
available then applying this technique will be very difficult. In 
order to beat this difficulty, history-based test prioritization 
techniques were proposed and studied [14-15] that uses 
historical execution data of test cases in order to determine 
their priority. In addition, some researchers [16-17] had 
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employed genetic algorithm to history–based test case 
prioritization. They collect data such as test cost, fault 
severities, and detected faults of each test case from the latest 
regression testing and apply genetic algorithms to acquire 
better prioritized suite. 
 
4. PROPOSED TECHNIQUE  
In present communication, a new regression test suite 
prioritization algorithm is presented, that prioritizes the test 
cases in the regression test suite with the goal of finding the 
maximum number of faults at the early phase of the testing 
process. It is presumed that the desired execution time to run 
the test cases, the faults they reveal, and the fault severities are 
known in advance. This technique considers total number of 
concealed faults detected by each test case, to prioritize them.  
First the total number of faults detected by each test case is 
found. From this, the one which detects maximum faults is 
selected and then the fault coverage data of each unselected test 
case is adjusted to indicate their new fault coverage data (faults 
detected by each test case that are not yet discovered). Then the 
test case which covers maximum faults is selected. If there is 
more than one test case which covers maximum number of 
faults then choose them randomly and again adjust the fault 
coverage data of unselected test cases. This process is repeated 
until all faults have been covered. When all faults have been 
covered, same process is repeated for the remaining test cases. 
To make this technique accustomed to the situation where  test  
costs  and  fault  severities  vary,  instead  of  summing  the 
number of  new faults covered  by a test case t  to calculate the 
worth of t, the number of new faults f covered by t is multiplied 
by the criticality-to-cost adjustment g(criticalityt;costt

 

) for t. 
The notion behind the use of this computation is to reward 
those test cases that have greater cost adjustments when 
weighted by the additional faults they cover. 

Algorithm 1: when test cost and fault severity are unity 
Input: Test suite T, fault trace history  
Output: Prioritized test suite T
1: begin 

’ 

2: set T’

3: initialize values of vector  as “uncovered" 
 empty 

4. While T is not empty do 
5: for each test case t ЄT do 
6: calculate total number of faults f covered by t using  and 

 
7: end for 
8: select test t that cover maximum number of faults 
9: append t to T
10: update  based on the faults covered by t 

’ 

11: if all faults has been covered  
12: initialize values of vector  as “uncovered" 
13: end if 
14: remove t from T 
15: end while 
16: end 
 

Algorithm 2: when test cost and fault severity are different 
Input: Test suite T, fault trace history , test criticalities , 
test costs  
Output: Prioritized test suite T
1: begin 

’ 

2: set T’

3: initialize values of vector  as “uncovered" 
 empty 

4. While T is not empty do 
5: for each test case t Є T do 
6: calculate total number of faults f covered by t using  and 

 
7: calculate award value of t as f * g (criticalityt; costt

8: end for 

) using 
 and  

9: select test t with the greatest award value 
10: append t to T
11: update  based on the faults covered by t 

’ 

12: if all faults has been covered 
13: initialize values of vector  as “uncovered" 
14: end if 
15: remove t from T 
16: end while 
17: end 

 is a vector having values “covered" or “uncovered" for 
each fault in the system. The vector record the faults that have 
been covered by previously selected test cases.  is the 
criticality of test case measured by summing the severities of 
all faults covered by test case. 
 
4.1 Comparative Techniques 
No prioritization. As an experimental control, one comparator 
technique that we consider is no prioritization, where no 
prioritization technique is applied and test cases are executed in 
sequential order. 
Random ordering. Another comparator technique that we 
consider is the random ordering of the test cases in the test 
suite.  
 
4.2 Estimating Test Cost and Fault Severity 
For cost cognizant prioritization it is required to obtain cost of 
each test case and severity of faults each test case reveal. [3, 
13] makes available some measures to compute test cost and 
fault severity. Test costs are greatly diversified in software 
testing. Depending on the criteria, a test cost can be computed 
over several factors such as machine time, human time, test 
case execution time, monetary value of the test execution, and 
so forth. Similarly, fault severity can also be measured by 
depending upon criteria such as test criticality (the criticality of 
the test case that detects a fault) and function criticality (the 
criticality of the function in the code that is covered by the test 
case).In our approach, test cost is refined as the test case 
execution time of a test case and Fault severity is refined to test 
case criticality, which is devoted to each test case by summing 
up the severities of each fault that test case reveal.  
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4.3 Award Value Calculation 
In cost cognizant prioritization the test cases are prioritized 
based on award value. The award value of a test case is 
calculated using the formula  

,  
 
Where criticalityt is the total severity of faults detected by test 
case t, costt  is the cost of test case t, and g is a function that 
maps the criticality and cost of t into a value. (Function g 
simply divides criticalityt by costt

 

.). Greater the award value 
more will be the chances of the test case to be selected for 
execution. 

5.  RESULTS AND DISCUSSION 
Table 1 shows test cost and fault severity of test cases and 
faults respectively [11]. The proposed technique is examined 
on data given in Table 1 and comparative analyses are drawn. 
 
 
Fault 

/ test 

case 

T

1 

T

2 

T

3 

T

4 

T

5 

T

6 

T

7 

T

8 

T

9 

T1

0 

Fault 

sever

ity 

F1        $ $  6 

F2  $ $  $      6 

F3    $  $    $ 6 

F4  $ $        10 

F5        $   8 

F6        $ $  10 

F7    $ $  $    4 

F8 $     $     20 

F9    $  $    $ 12 

F10 $       $   6 

Num

ber of 

faults 

2 2 2 3 2 3 1 4 2 2  

Time 9 8 
1

4 
9 

1

2 

1

4 

1

1 

1

0 

1

0 
13  

Table 1: Time taken to find out the fault and the severity 
value [11] 

5.1 Experiment 1 
Test cases are prioritized based on the total number of 
concealed faults detected by each test case. Here test cost and 
fault severity is considered as unity. From Table 1 as it can be 
seen, test case T8 has revealed maximum number of faults, thus 
the first test case to be executed in prioritized suite is T8. The 

new fault coverage data of remaining test cases adjusted to T8 
are shown in Table 2. 

Fault / 

test case 
T1 T2 T3 T4 T5 T6 T7 T9 T10 

F2  $ $  $     

F3    $  $   $ 

F4  $ $       

F7    $ $  $   

F8 $     $    

F9    $  $   $ 

Number 

of faults 
1 2 2 3 2 3 1 0 2 

Table 2: Fault coverage data of test cases adjusted to test 
case T8 

 
Now there are two test cases that expose three new faults. Next 
test case to be executed is T4. In this way, the prioritized suite 
is produced by applying the additional fault detection 
technique. Table 3 shows test suite prioritized order both for 
comparative techniques and proposed technique. 

Prioritization technique Prioritization order 
No prioritization T1-T2-T3-T4-T5-T6-T7-T8-T9-T10 

Random ordering T5-T3-T9-T1-T8-T6-T2-T10-T7-T4 

Additional fault detection T8-T4-T2-T1-T6-T3-T9-T5-T10-T7 

Table 3: Prioritization order based on additional fault 
detection without considering cost 

 
The efficiency of this prioritized order is measured through 
APFD metric and its value is given in Table 4. 
 

Prioritization technique APFD (%) 
No prioritization 53 
Random prioritization 60 

Additional fault detection 75 

Table 4: APFD Value of prioritized suite 
 

It is seen that proposed prioritization technique increases the 
rate of fault detection capability of regression test suite upto 
75% from 53% when there is no prioritization. The APFD 
value of prioritization order obtained through proposed 
technique is also greater than random ordering which makes it 
clear that random prioritization is never reliable. The proposed 
technique is also compared with the technique given by 
Kavitha and Sureshkumar [11]. It can be presented that the 
APFD value obtained by proposed technique is 75% whereas it 
is reported to be 70% for the same test data by Reference  [11]. 
APFD graphs of unprioritized suite, random ordered suite, and 
additional fault detection prioritized suite is demonstrated in 
Figure 1a, 1b, and 1c respectively. The horizontal line in the 
graph represents average percentage of test suite executed and 
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vertical line represents average percentage of total faults 
detected. 

Test case order T1-T2-T3-T4-T5-T6-T7-T8-T9-T10
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(b) 
Test case order T8-T4-T2-T1-T6-T3-T9-T5-T10-T7
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(c) 

Figure 1: APFD graph of (a) unprioritized test suite, (b) 
random ordering test suite and (c) test suite from proposed 
technique 

 
5.2 Experiment 2 
Since test cost and fault severity greatly varies for each test 
case and fault, ignoring them can never produce appropriate 
and satisfactory results. Thus test cost and fault severity is 
integrated with test cases and faults respectively to produce a 
prioritized suite that detects more and more severe faults by 
incurring less cost to execute test cases. Test cases are 
prioritized based on award value of each test case. Efficiency 
of the prioritized test suite is measured through APFDc metric. 
Prioritized suite that is obtained by applying algorithm 2 on the 
comparative techniques and on data shown in Table 1 is 
presented in Table 5. 

Prioritization technique Prioritization order 

No prioritization T1-T2-T3-T4-T5-T6-T7-T8-T9-T10 

Random ordering T5-T3-T9-T1-T8-T6-T2-T10-T7-T4 

Additional fault detection T8-T6-T2-T4-T1-T9-T10-T3-T7-T5 

Table 5: Prioritization order based on additional fault 
detection considering cost 

 
For these prioritized order their efficiency is measured through 
APFDc metric and its value is given in Table 6. 

Prioritization technique APFDc (%) 

No prioritization 68.24% 

Random prioritization 63.95% 

Additional fault detection 85.64% 

Table 6: APFDc value of prioritized suite 
 

It can be observed from Table 6 that the efficiency of random 
ordering can sometimes be less than unprioritized test suite. 
Proposed prioritization technique shows highest rate of fault 
exposing potential (85.64%). It is also observed that cost 
cognizant test case prioritization has considerable higher fault 
exposing rate than noncost cognizant prioritization technique. 
APFD graph of unprioritized suite, random ordered suite, and 
additional fault detection prioritized suite is demonstrated in 
Figure 2a, 2b, and 2c respectively. The x-axis represents 
weighted “average percentage of test cost incurred” and y-axis 
represents weighted “average percentage of fault severity 
detected”. 
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Figure 2: APFDc graph of (a) unprioritized test suite, (b) 
random ordering test suite and (c) test suite from proposed 

technique 
 
6. CONCLUSIONS 
In present communication, a new prioritization technique for 
Regression testing is presented that prioritizes test cases based 
on exposure of undetected faults by each test case to improve 
the rate of fault detection. The results show that the proposed 
technique leads to improve the rate of detection of severe faults 
at early stage in comparison to nonprioritized order and random 
order of test cases. When test cases are prioritized without 
considering the cost of tests and severity of faults, prioritized 
suite of proposed technique gives 75% APFD value, which is 
very large as compared to no prioritization and random 

prioritization. When the same technique is integrated with test 
cost and fault severities, prioritized order of proposed 
technique gives 85.64% APFD value which is not only larger 
than comparative techniques but also larger that APFD value of 
noncost cognizant prioritized suite of proposed technique. It is 
also observed that the number of test cases required to find all 
faults is less in case of proposed prioritization technique. The 
important feature of this technique is that it exposes abundance 
amount of severe faults in short duration of test suite execution. 
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Abstract - The paper gives an overview of Text-independent 
short-term-feature-extraction methods of Speaker 
Recognition System, for clean as well as noisy environment 
and their fusion at different levels. The basics of extracting 
feature, which is an imperative component for speaker 
recognition system, have been discussed along with their 
variants. The evolution of the conventional methods to ‘State-
of-the-Art’ feature extraction methods are also brought out. 
This review helps in understanding the developments, which 
have taken place at various stages, with their relative merits 
and demerits. A comparative study of different techniques has 
been done at the end of each section to justify the choice of 
techniques available in the ‘State-of-the-Art’ speaker 
recognition systems. This study quantifies the effectiveness of 
short-term features for speaker identification. 
 
Index Terms - Short-term feature Extraction, Speaker 
Recognition, Mel-frequency-Cepstral-coefficients (MFCC), 
Fusion.  
 

  

1. INTRODUCTION  
Speaker Recognition is the process of automatically 
recognizing the speaker by the use of the vocal characteristics   
[1-4]. ‘State-of-the-Art’ speaker recognition system uses 
number of voice characteristics, which include physical 
difference of the vocal production organs (shape of vocal tract, 
larynx size), and the manner of speaking (accent, rhythm, 
annotation style, pronunciation, pattern choice, vocabulary 
etc.)[1-4]. Fundamentally, speaker recognition process 
involves, extraction of speaker’s specific characteristics (called 
features) from the given speech samples (process known as 
feature extraction) and the speaker model is trained and stored 
into the system database. In the recognition mode, the feature 
vector is extracted from the unknown’s person’s utterance and 
compared against the trained model. The purpose of feature 
extraction stage is to extract the speaker-specific information 
called feature vectors, represent the speaker-specific 
information based on one or more of the following: vocal tract, 
excitation source and behavioral tracts. All speaker recognition 
systems use set of scores to enhance the probability and 
reliability of the recognizer. 
 

Speaker recognition systems can be divided into text- 
dependent and text-independent recognition systems [1-4]. In 
text-dependent speaker recognition systems, the speaker uses 
the same phrase at the time of enrolment/verification and in 
text-independent speaker recognition systems, which are more 
challenging and complex, the text of the speech at the time of 
enrolment/verification are completely random in nature. 
Success, in both recognition tasks, depends on extracting and 
modeling the speaker specific characteristics of the speech 
signal.  
Pre-processing plays a vital role in speaker recognition as it 
decreases the acoustic effect and channel-mismatch. It is 
considered good practice to reduce the amount of variation in 
the data that does not carry important speech information. In 
other words, the pre-processing removes all non-relevant 
information such as background noise, characteristics of 
recording device etc. Voice activity detection (VAD), pre-
emphasis filtering, normalization and mean subtraction are the 
few widespread commonly used steps in pre-processing [1-4]. 
By applying a pre-emphasis filter the glottal waveform and lip 
radiation characteristics are eliminated. The following fig. 1 
shows the basic block diagram of speaker recognition system. 
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Figure 1: Block diagram of Speaker Recognition System 
 
In order to have a good recognition performance, the front-end 
of the recognizer should provide feature vectors that can 
capture the important characteristics of an utterance. Besides, 
the front-end should also demonstrate reasonable performance 
in robust environment. Features can be categorized into (1) 
Short-term spectral features (2) Voice source features (3) 
Spectro-temporal features (4) Prosodic and high level features. 
Short-term spectral features are also referred as low-level 
features, have been dominantly used for speaker identification, 
as they are easy to compute and yield reasonably good 
performance, because these reflect information about the 
speaker’s physiology and do not rely on the phonetic content 
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(which makes them inherently text-independent) [2]. Short-
term analysis has been effective because of the quasi-stationary 
property of speech. The higher-level features also have the 
potential of increased robustness to channel variation, since 
phonetic, prosodic, and lexical information usage or temporal 
patterns do not change with the change of acoustic conditions 
[2]. Long-term information refers to features that are extracted 
over a longer region than a short-term spectral feature frame. 
Prosodic features capture variations in intonation, timing, and 
loudness that are specific to the speaker [2]. Because such 
features are supra-segmental i.e., extend beyond one segment, 
they can be considered a subset of long-term features.  
The fundamentals of short-term features extraction methods 
used for speaker recognition systems, in clean and noisy 
environment, are discussed in section II and the overview of 
the fusion methods used in short-term-spectral-feature-based 
speaker identification system is provided in section III. Finally, 
section IV presents the conclusions of the study.  

 
2. SHORT-TERM FEATURES EXTRACTOR 
Generally, in any short–term feature extraction technique, 
framing and windowing are required before the mathematical 
computation of feature vectors. The general block diagram of 
short-term feature extraction is shown in the fig. 2. 
 

 
 
Figure 2: Block diagram of Short term Feature extraction 

 
2.1  Framing  
In short-term spectral feature (frame-based processing) are 
computed from frames size of about 20-30 ms in duration. 
Within this interval, the signal is assumed to remain stationary 
and a spectral feature vector is extracted from each frame. 
Generally, the frame shift is fixed to about half of the frame 
length. The Fixed Frame size and Rate (FFFR) approach 
results into some problems such as accidentally meeting noise 
frames. It may not be the best choice because characteristics of 
speech signal may rapidly change, especially at phonetic 
boundaries. The recognition accuracy increases, if the frame 
interval is directly controlled using phonetic information [5-
11]. To avoid accidentally meeting noise frames problems, 
Variable Frame Size and Rate (VFSR) technique was proposed 
by Qi eng Zhu et. al. [5], which select optional frame size and 
frame rate depending on speaker rate, to capture sudden 
changes in spectral information with time. Ponting et. al. [6] 

and Samkwong et. al. [8] showed that VFSR could successfully 
improve the performance of speech recognition; however, it 
increases the burden in identifying the spectral changes in 
speech. The study in [9] demonstrated that the spectral 
variations in speech can also be captured by combining 
multiple frame size (MFS) and multiple frame rate (MFR). It 
was shown that combined MFS and MFR gives better 
performance, compared to fixed frame size for language and 
speech identification task. Multiple frame size and rate 
(MFSR), proposed by H S Jayanna et. al. [9] shows that MFSR 
framing method increases the performance of speech 
recognition, as it can generate more number of feature vectors, 
in case of limited training/testing speech data. Chi-Sang Jung 
et. al.[10], in 2010, based on experiments, have shown that 
feature frame selection methods result, in minimum 
redundancy within selected frames, and maximizes the 
relevancy to speaker recognition characteristics which produces 
consistent improvement.  

 
2.2  Windowing  
The window functions such as rectangular, hamming, hanning, 
welch etc, which minimize the spectral distortion, are needed 
because of the finite-length effect of the Discrete Fourier 
Transform (DFT). An overlap between the windows is needed 
since there is loss of information at the borders of window. In 
speech processing a hamming window is mostly used as it 
gives more precise frequency estimation [12]. The global shape 
of the DFT magnitude spectrum known as spectral envelope 
contains information about the resonance properties of the 
vocal tract which is highly relevant for speaker identification. 
A simple model of spectral envelope uses a set of band-pass 
filters to do energy integration over neighbouring frequency 
band. In 1969, Fast Fourier Transform (FFT) which is a fast 
implementation of DFT, based cepstral coefficients, was used 
in study [13].  
 
2.3 Feature Mathematical Computation Methods  
To develop robust speaker identification system, it is necessary 
to understand the different feature mathematical computation 
methods for extracting the features from the speaker’s speech. 
A good feature set should represent all the components of 
speaker information, however, there does not yet exist globally 
‘best’ feature but the choice is a trade-off between speaker 
discrimination, robustness, and practicality.  
S Pruzansky, et. al. [14-15], conducted the first speaker 
identification study in 1963. In his study he had shown that 
spectral energy patterns and their variance yielded good 
performance for the speaker recognition. Glenn [16] in his 
study, in 1967, suggested that acoustic parameters produced 
during nasal phonation are highly effective for speaker 
recognition and average power spectral of nasal phonation can 
be used as the features for the speaker recognition. In 1969, 
Fast Fourier Transform (FFT) based cepstral coefficients were 
used in speaker verification study [4].  
In 1969, Atal [17] demonstrated the use of variations in pitch as 
a feature for speaker recognition. Other acoustic parameters 
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such as glottal source spectrum slope, word duration and voice 
onset were proposed as features for speaker recognition by 
Wolf [18] in 1972. The concept of Linear Prediction (LP) for 
speaker recognition was introduced by Atal in 1974 [19]. The 
basic idea behind linear predictive analysis is that a specific 
speech sample at the current time can be approximated as a 
linear combination of past speech samples [4]. Through 
minimizing the sum of squared differences (over a finite 
interval) between the actual speech samples and linear 
predicted values, a unique set of parameters or predictor 
coefficients can be determined [4].  
In 1976, Sambur et. al. [20-21] proposed the use of orthogonal 
linear prediction coefficients (LPC) as feature in speaker 
identification. LPC analyze the speech signal by estimating the 
formants, removing their effect from speech signal, and 
estimating the intensity and frequency of the remaining buzz. 
The process of removing the formants is called inverse 
filtering, and the remaining signal is called residue [21]. In 
1977, long term parameter averaging, which includes pitch, 
gain and reflection coefficients for speaker recognition was 
studied [22] and, it was shown that reflection coefficients are 
informative and effective for speaker recognition system. 
Reflection Coefficients, defined as a sequence of ratios of the 
discontinuity of the cross-sectional area of the vocal tract, 
various improved derivates of LPC i.e. Line Spectral frequency 
(LSF) [23], log Area Ratio (LAR) [24], Perceptual log Area 
Ratio (PLAR) [24], Perceptual Linear Prediction (PLP) [25] 
etc., were also studied by the researchers. Perceptual Linear 
Prediction (PLP) works by warping the frequency and spectral 
magnitudes of the speech signal based on auditory perception 
tests.  
Mermelstein [26] conducted experiments in 1976, and showed 
that the cepstral coefficients are useful for representing 
consonantal information. Cepstral coefficients are the result of 
a cosine transform of the real algorithm of the short- term 
energy spectrum [27]. A study carried by Rosenberg et. al. [20] 
suggested that adjacent cepstral coefficients are highly 
correlated and hence all coefficients may not be necessary for 
speaker recognition. The LPCs are converted to ceptstral 
coefficients using autocorrelation techniques on linear 
frequency scale, called Linear Predictive Cepstral Coefficients 
(LPCCs). Mel frequency capstral coefficient (MFCC) were 
introduced in 1980, which use mel-frequency scale, are popular 
features in speech processing [4, 31-34]. The advantage of mel-
frequency scale is that it approximates the nonlinear frequency 
resolution of the human ear. As with any filter bank based 
speech analysis technique, an array of band pass filter is 
utilized to analyze the speech in different frequency 
bandwidths. In MFCC parameterization, the position of the 
band pass filter along with the linear frequency scale is mapped 
to Mel-scale according to equation (1):  

 
fmel = 2595 log10 (1+ f/100)    (1)  
 

Overlapping of triangular filters in low frequency region of the 
energy spectrum (upto 1 KHz) in MFCC, are closely spaced. 

While smaller number of less closely spaced triangular filters, 
are used to cover the high frequency zone, to weight the DCT 
of the speech so that the output is approximately of the same 
order as the energies of the filter bank signals. The experiments 
conducted by researchers, have shown that as the number of 
filters in the filter-bank increases, the identification rate of 
system increases [33-39]. In [41], Gaussian filters (GF) are also 
suggested, as they improved the system performance over the 
conventional triangular filter. GF provide much smoother 
transition from one sub-band to the other preserving most of 
the correlation between them. The means and variances of 
these GFs can be independently chosen in order to have control 
over the amount of overlap with neighbouring sub bands.  
A study by Reynolds et. al. [28], in 1994, compared the 
different features like MFCCs, LPCCs, LPCs and Perceptual 
Linear Prediction Cepstral Coefficients (PLPCCs) for speaker 
recognition. They reported that among these features, MFCCs 
and LPCCs gave better performance than other features. At 
present, even though various alternative features are available, 
the MFCC seem to be difficult to beat in practice.  
In 1981 Furui [35] introduced the concept of dynamic features, 
to track the temporal variability in feature vector, in order to 
improve the speaker recognition performance. In addition to 
short-term frame energy, formant transitions and energy 
modulations also contain useful speaker-specific information. 
A common way to incorporate some temporal information to 
features is through 1st and 2nd order time derivative estimates, 
known as delta (Δ) and double delta (Δ2

Md. Sahidullah, et. al. [37], have proposed inverted filter bank 
structure, such that the higher frequency range is averaged by 
more accurately spaced filters and a smaller number of widely 
spaced filters are used in the lower frequency range. This 
feature set named as Inverted Mel Frequency Cepstral 
Coefficients (IMFCC) follow the same procedure as normal 
MFCC, but using reversed filter bank structure. The 
combination of both enhances accuracy [38-39] and as such 
they can be considered complementary.  

) coefficients, 
respectively. A study made by G R Doddington in 1985 [36], 
converts the speech directly in to pitch, intensity and formant 
frequency and these features were also demonstrated to provide 
good performance.  

Another approach using Wavelet Transform instead of Discrete 
Cosine Transform, in the feature extraction stage, was proposed 
by Nengheng Zheng, et.al [40] in 2007. According to this, 
WOCOR is derived by wavelet transformation of the LP 
residual signal and is capable of capturing the spectro-temporal 
properties of vocal source excitation. There has been an array 
of these features used such as wavelet filter banks. It has been 
shown that the speaker identification system outperform when 
combination of both MFCC and WOCOR are used as feature 
extraction.  

 
2.4  Features Extraction Methods for Noisy Environment  
Robust speech techniques attempt to maintain the performance 
of a speech processing system under diverse conditions of 
operation (environmental differences between training/testing 
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conditions). To improve the performance of speaker 
recognition systems in noisy environment, approaches can be 
roughly divided into three categories, namely, robust speech 
feature extraction, speech enhancement and model-based 
compensation for noise, as shown in fig 4.  
In the case of speech enhancement, some initial information 
about speech and noise is needed to allow the estimation of 
noise and clean up of the noisy speech. Widely used methods in 
this category include spectral subtraction (SS) and Wiener 
filtering. Statistical models such as Hidden Markov Models 
(HMMs), Parallel Model Combination (PMC), Vector Taylor 
Series (VTS) and Weighted Projection Measure (WPM) are 
generally classified into model-based compensation category 
[41-46]. The compensation techniques try to remove the 
mismatch between the trained models and the noisy speech, to 
improve the performance of the system. 
 

 
Figure 4: Speech Recognition techniques in noisy 

environment 
LPCC, PLP and MFCC, perform well in clean environment, 
however, they suffer severe performance degradation in noisy 
conditions, especially when there is a noise level mismatch 
between the training and testing environments [41-46]. One of 
the major issue with these methods is that they are very 
sensitive to additive noise. Use of, robust speech feature 
extraction methods for improvement in speaker identification 
system in noisy environment is discussed in following 
paragraphs.  
Use of the autocorrelation domain in speech feature extraction 
has recently proved to be successful for robust speech 
recognition [46]. A temporal filtering procedure on the 
autocorrelation sequence has been proposed [47] to minimize 
the effect of additive noise, which is derived based on filtering 
the temporal trajectories of short time one sided autocorrelation 
sequence. This filtering process minimizes the effect of 
additive noise which are stationary in nature at low SNR‟s, 
white, F16 and factory noise and no prior knowledge of noise 
characteristics is required. Results of experiments conducted at 
[47-48], indicate that an Autocorrelation Mel Frequency 
cepstral coefficient (A-MFCCs) significantly improves the 
performance of speaker identification system in noisy 
environment.  

Poonam Bansal, et. al. [49] in 2010 evaluated the speech 
recognition performance of the Differentiated Relative Higher 
Order Autocorrelation Coefficient Sequence Spectrum 
(DRHOASS) features. DRHOASS uses only the higher-order 
autocorrelation coefficients for spectral estimation and discards 
the lower order autocorrelation coefficients. Speech 
coefficients, using the magnitude spectrum of the relative one-
sided higher-order autocorrelation sequence, differentiating it 
and then processing it through a Mel filter bank, were finally 
parameterized in terms of MFCCs. It is shown in [49] that 
DRHOASS features perform almost similar to MFCC features, 
for clean speech; however, it performs better than the MFCC 
features for noisy speech. It was found that higher order 
autocorrelation coefficients along with additional filtering 
improved the robustness of the speech recognition system 
under different background noises. 
Gammatone Cepstral Coefficients (GTCC) and Zero-Crossings 
with Peak Amplitude (ZCPA) are also claimed to have better 
performance than the conventional algorithms, especially in 
extremely noisy conditions (<15dB SNR) [50, 51]. GTCC, an 
acoustic feature extraction based on an auditory filterbank 
realized by Gammatone filters, was introduced for large 
vocabulary speech recognition [50]. Gammatone filters were 
used to characterize data obtained by reverse correlation from 
measurements of auditory nerve responses. The zero-crossing 
analysis (ZCA) of speech waveforms, proposed by Doh-Suk 
Kim, et. al. [51] has advantages over autocorrelation, power 
spectrum and linear prediction methods. This is because of the 
reason that these conventional methods data extraction by 
sampling a time waveform, depends on the maximum 
frequency content in the time signal whereas, ZCA requires a 
number of extracted samples, determined by the average rate of 
zero-crossing intervals. In ZCPA, the reciprocal of time 
intervals between two successive zero crossings are collected in 
frequency histograms from which frequency information is 
extracted.  
In summary, spectral features like band energies, formants, 
spectrum and cepstral coefficients represent mainly the speaker 
specific information due to the vocal tract. Excitation source 
feature like pitch, variation in pitch information from LP 
residual and glottal source parameters represents mainly the 
speaker specific information due to vocal cord. Long-term, 
features like duration, intonation, energy, AM and FM 
components represents mainly the speaker specific information 
due to the behavioural traits. Practically use of MFCC & LPCC 
as short term feature extraction method for speaker specific 
information provides accuracy and reliability. However, 
GTCC, ZCPA, DRHOASS provide better performance in noisy 
environment.  

 
3.  FUSION OF COMPLEMENTARY INFORMATION  
Recent researches have indicated that the appropriate fusion is 
an approach to meet stringent performance requirement of a 
recognition system. The fusion hold the promise of improving 
basic recognition accuracy by adding complementary 
information, not captured by the conventional features alone 
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and, possibly, robustness to acoustic degradations from channel 
and noise effects, to which majority of the features are highly 
susceptible. Fusion reduces the cost of implementation by 
using several cheap sensors rather than one expensive sensor 
[52-57, 60-61].  
A common recognition system includes fingerprint, face, hand 
geometry, finger geometry, iris, retina, signature, voice, gait, 
smell, keystroke, ECG, etc. Recognition systems based on 
single source of information are called unimodel systems. 
Since, the unimodel system alone may not be able to achieve 
the desired performance requirement in real world applications, 
the use of multimodal biometric authentication system, which 
combines information from multiple modalities increases the 
performance [52]. The scope of this section is to cover the 
fusion preferred for unimodel short-term-feature-based speaker 
identification system in order to enhance the performance 
system. 
The performance of the information fusion system is highly 
dependent on the effectiveness of the fusion technique 
implemented. By considering pre-defined data attributes, 
including channel characteristics and speaker’s emotional and 
stress patterns detectable in conversations, the fusion method 
need to be fine-tuned to improve results. Over a period of time, 
numbers of information fusion techniques have been proposed 
for speaker identification systems. Generally, the information 
fusion can be done at: (i) feature level, (ii) score level, or (iii) 
decision level [55]. The block diagram of fused system 
(different level of fusion) is shown in fig 5. In subsequent 
paragraphs, fusion strategy and various fusion levels methods 
for unimodel short-term-feature-based speaker identification 
system are discussed and the comparison in term of their 
performance, is also brought out. 
 

 
 

Figure 5: Block diagram of Fused System 
 

3.1 Fusion strategy  
In course of time, various architectures and schemes have been 
directed by researchers for combining multiple 
features/classifiers. Authors at [57-58] developed a common 
theoretical framework for combining features or classifiers 
which use distinct pattern representations. Number of possible 

combination schemes such a product, sum, minimum, 
maximum, median, average etc., have been utilized and their 
performance compared empirically. It is found that the sum 
rule outperforms the other combination schemes and it is most 
resilient to estimation errors [57-58].  
 
3.2 Feature Level Fusion  
In feature fusion, multiple features are concatenated into a large 
feature vector, and thereafter, a single model is trained with 
these fused large feature vector [59]. Each feature vector need 
to be normalized before concatenated. A well-known data 
fusion strategy in speaker identification system is to 
concatenate the cepstral vectors with their delta and delta-delta 
cepstral into a long feature vector. Also the fundamental 
frequency has been used in addition with the cepstral vectors to 
improve recognition accuracy. Researchers have used various 
accent features such as pitch, energy, intonation, MFCCs, 
formants, formant trajectories, etc., and some have fused 
several features to increase accuracy as well. In [59], a fusion 
of MFCC, accent-sensitive cepstral coefficients (ASCC), delta 
ASCCs, energy, delta energy and delta-delta energy was done 
to improve the accuracy of the speaker identification system. In 
commercial biometric systems, the MFCC, Delta Coefficients 
and formant feature fusion method are preferred over the other 
fusion techniques.  

 
3.3 Score Level Fusion  
In score level fusion, each different feature set is processed 
separately with specialized classifier, and thereafter, output 
scores obtained from each classifier are combined. Each of the 
different features sets acts as an independent “expert”, giving 
its opinion about the unknown speaker’s identity. The fusion 
rule then combines the individual experts match scores. This 
approach is referred to as score-level fusion. Score level fusion 
is generally preferred in systems since the matching scores 
relatively easy to obtain and contain sufficient information to 
make genuine and impostor case distinguishable. The score 
mean and variance of multiple non-target speaker models are 
used to normalize the score of the target speaker models. Since 
the scores generated by identification system can be either 
similarity scores or distance scores, one needs to convert these 
scores into a same nature. The common practice, which is 
followed, is to convert all the scores into similarity scores.  
Researchers at [37-39], used MFCC and IMFCC feature 
vectors, with two separate Gaussian Mixture Model (GMM) 
classifiers and fused their scores. Likewise, same principle has 
been adopted for Gaussian filter based MFCC and IMFCC also 
[37-39]. In both cases, for each speaker, two scores were 
generated; improved system performances were observed after 
fusion in both the cases. In [59], two support vector machine 
(SVM) classifiers, using both MFCCs and LPCCs separately, 
were fused to achieve high accuracy of the system.  
In 1995 P. Thevenaz et. al. [62] reported that the energy of LP 
residual alone, gives less performance and combining it with 
LPCC improves the performance as compared to that of LPCC 
alone. Several other studies have been reported that combining 
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LP residual with MFCC improves the performance as 
compared to that of MFCC alone [63]. In 1996, Plumpe 
developed a technique for estimating and modeling the glottal 
flow derivative waveform from speech for speaker recognition 
[64]. In this study, the glottal flow estimate was modelled as 
coarse and fine glottal features, which were captured using 
different techniques. Also it was shown that combined coarse 
and fine structure parameters gave better performance than the 
individual parameter alone. In 2003, B Peskin, et. al. [65] 
reported that combination of prosodic features like long-term 
pitch with spectral features provided significant improvement 
as compared to only pitch features. Nengheng Zheng, et. al. 
[40] in 2007 studied that the complementary contributions of 
MFCC and WOCOR in speaker identification, significantly 
outperforming the one using MFCC only. Thereafter, a score 
level fusion technique was used for combining MFCC and 
WOCOR for speaker identification, in order to improve the 
performance. Further, the system comprised of a fusion of 
classification scores from adapted HMM and GMM, where 
scores from two recognition systems were fused [66].  
The area of automatic speaker recognition has been dominated 
by systems using only short-term, such as cepstral features. 
These systems generally produced low error rates. Recently 
published works have demonstrated that such high-level 
information can also be used successfully in automatic speaker 
recognition systems by improving accuracy and potentially 
increasing robustness. Wide ranging high-level-feature-based 
approaches using pronunciation models, prosodic dynamics, 
pitch gestures, phone streams, and conversational interactions 
were explored. In [66], vocal tract and vocal cord parameters 
are integrated to identifying speakers. In spite of the two 
approaches having significant performance differences, the 
way they represent speech signal is complementary to one 
another. In [67-68] have also shown great improvement in 
speaker verification accuracy through fusion of low and high 
speech levels classifiers. However, the complexity of the 
system increases.  

 
3.4 Decision Level fusion  
Each of the expert classifier produces an identified speaker 
label, and the fusion rule combines the individual decisions e.g. 
by majority voting, called decision level fusion strategy. In 
other words, it is hardening the decisions of the individual 
classifiers. The inclusion of multi-resolution classifiers 
enhances fusion capabilities in handling noisy patterns, thus 
increasing accuracy. Other approaches to combine classifiers 
(decision fusion) include the rank-based methods such as the 
Borda count, the Bayes approach, the Dempster-Shafer theory, 
the fuzzy integral, fuzzy connectives, fuzzy templates, 
probabilistic schemes, and combination by neural networks 
[69-76].  
The results at [61] show that the four acoustic feature based 
subsystems outperform the tokenization subsystems and the 
best subsystem is the LPCC-SVM system. Comparisons with 
the MFCC-GMM system, the temporal discrete cosine 
transform (TDCT)-GMM system captures the longer time 

dynamic of the spectral features but it requires more training 
data.  
Author at [76] has shown that the decision fusion based on the 
output of the GMM and SVM classifiers increases the 
discriminative power, as does fusion between classifiers based 
on spectral features and classifiers based on prosodic 
information.  

 
3.5 Comparison on Fusion Methods  
Although feature-level fusion may improve recognition 
accuracy, it has several short comings. Firstly, fusion becomes 
difficult if a feature is missing (e.g. F0 of unvoiced sounds) or 
the frame rates of the features are different. Secondly, the 
number of training vectors needed for robust density estimation 
increases exponentially with the dimensionality. This 
phenomenon is known as the curse of dimensionality. It can be 
seen that the feature-level fusion improves the performance 
over the individual classifier in the case of MFCC and its delta 
features. However, in all other cases it degrades the 
performance [77]. Decision level fusion is considered to be 
rigid due to the availability of limited information. However, 
this is the best fusion strategy, when all feature sets are used. 
Features using parametric linear prediction based estimation of 
the spectral envelope (LPCC variants) provide the best speaker 
recognition results and are the most useful in fusion, followed 
by minimum variance distortion-less response based 
estimation. The score level fusion gives the best results in all 
cases fusing feature. It can be seen that the feature-level fusion 
improves the performance over the individual classifier in the 
case of MFCC and its delta features. Thus, fusion at the score 
level is usually preferred, as it is relatively easy to access and 
combine the scores presented by the different modalities. In 
[78], score and decision fusion for the mel-cepstrum and 
corresponding delta features and demonstrated that the score 
level fusion performed consistently better. Furthermore, they 
observed that the computational complexity for the feature 
fusion is higher than that of the score and decision level fusion.  
Hybrid feature based speaker identification system has been 
proposed in [79], and various combination of the feature-level, 
score-level and decision-level has been observed to give the 
advantage on over the single level fusion methods.  
For any text independent short-term-feature-based speaker 
identification system, fusion at the score level is generally 
considered appropriate due to the ease in accessing and 
consolidating matching scores.  

 
4. CONCLUSIONS  
In this paper, short-term feature extractions techniques are 
discussed for text-independent speaker recognition system in 
clean as well as in noisy environment and also including 
various fusions preferred in order to maximize system 
performance for speaker identification system.  
Among the developed techniques, the speaker recognition 
system widely uses short-term features for speech analysis; 
MFCC and its derivatives as robust feature extraction 
techniques. The combination of various variant of MFCC and 
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the other feature extraction techniques can be considered 
according to the intended application. In summary, score level 
fusion of short term features, mainly LPCC & MFCC, based 
speaker identification system performs well as compared to 
other short term feature extraction methods and fusion levels.  
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Abstract - This paper elaborates the vital and innovative use 
of Cloud computing in the field of Smart Phone Technology. 
In the proposed environment there is a cloud server installed 
at the   central place called as cloud center of mobile 
computing. The function of cloud computing is to accept the 
request of the end users and process the required applications 
accordingly. Henceforth this server is fully equipped with all 
advance ICT infrastructure, mobile communication utilities 
and full security measure, so that every feature can be used 
with full security. All users are having equal priority to get 
connection with the cloud server and use every application as 
well as each function equally. Due to use of this modern 
technology the main advantage is that a single entity is being 
used by many remote users for various requirements at the 
same time without occupying much space and infrastructure. 
The resulting new paradigm of mobile cloud computing is 
being embraced by researchers, professionals and 
practitioners as an exciting new way to extend the capabilities 
of mobile devices and mobile platforms. This has the potential 
for profound impacts on the business environment and 
people's daily life. 
The most salient feature of the system is that by the use of this 
infrastructure we can perform mobile communication and 
electronic communication by a single unit and the same 
communication spectrum. The presented cloud computing 
technology offers a natural solution for expending the limited 
capabilities of mobile devices. This process makes the whole 
communication system cost effective, efficient, transparent, 
modular system.  
 
Index Terms - MTSO, IaaS, SaaS, IaaS, NaaS, Virtual 
Machines Cloud Client, Base Station, Cell Site, PSTN, 
Mobile Station.  
 
1. INTRODUCTION 
Recent advanced researches in ‘Mobile Communication 
Networks’ and increasing penetration of smart phones are 
transforming the ‘Mobile Internet’ and empowering end users 
with rich mobile experience. Although having the limited 
computing utility features, and storage capabilities of mobile 
devices are affecting the customer mentality, this hampering 
their abilities to support increasingly demand of sophisticated 
applications by the end users. As described in [1,2], we know  
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that communication is a very important process in human’s life, 
so that human being continuously evolving this process day by 
day and making it simpler and faster. Cloud computing is one 
of the very latest step in this direction. Cloud computing is the 
use of computing resources (hardware, software and 
networking) that are delivered as a service over a network 
(typically the Internet). The name comes from the use of a 
cloud-shaped symbol as an abstraction for the complex 
infrastructure. It represented in system diagram fig.1. Cloud 
computing entrusts remote services with a user's data, software 
and computation. Thus it is just like using some applications or 
facilities by not directly installing in devices as we normally 
do. This system is the evolved version of remote access. The 
figure below shows that all applications, infrastructures are 
present at a centralized location, from there all end users can 
access these applications and infrastructures. 
 

 
Figure 1: Cloud Computing Architecture 

Cellular Communication is one of the old and still growing 
communicating ways in today’s world. Birth of this process is 
due to Marconi who invented antenna and successfully perform 
the experiment of transmitting and receiving the 
electromagnetic wave. From that day wireless communication 
can’t be stopped in communication movement. To make 
efficient use of antenna in communication many ways are used 
and finally cellular communication comes into picture. Now a 
day’s cellular communication has become a necessity for 
communication architecture. As conceptualized in [3], cellular 
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system or mobile network is a radio network distributed over 
land areas called as cells. Each cell is served by at least one 
fixed-location transceiver, known as a cell site or base station. 
In a cellular network, every cell uses a different set of 
frequencies from neighboring cells. It happens to avoid 
interference and provide guaranteed bandwidth within each 
cell. When combined together these cells provide radio 
coverage over a wide geographic area. This enables a large 
number of portable transceivers (e.g., mobile phones, pagers, 
etc.) to communicate with each other using fixed transceivers 
and telephones anywhere in the network, via base stations. 
Even if some of the transceivers are moving through more than 
one cell during transmission. Cellular networks offer a number 
of advantages over alternative solutions as: 
• Flexible enough to use the features and functions of almost 

all public and private networks.                
• Increased capacity reduced power use. 
• Larger coverage area. 
• Reduced interference from other signals. 
The most common example of a cellular network is a mobile 
phone (cell phone) network stated in [3]. A mobile phone is a 
portable telephone which receives or makes calls through a cell 
site (base station), or transmitting tower. Radio waves are used 
to transfer signals to and from the cell phone. Modern mobile 
phone networks use cells because radio frequencies are a 
limited, shared resource. Cell-sites and handsets change 
frequency under computer control using low power 
transmitters, so that a limited number of radio frequencies can 
be used by many callers simultaneously with less interference. 
A cellular network is used by the mobile phone operator to 
achieve both coverage and capacity for their subscribers. Large 
geographic areas are split into smaller cells to avoid line-of-
sight signal loss and to support a large number of active phones 
in that area. All of the cell sites are connected with telephone 
exchanges (or switches), which in turn connect to the public 
telephone network in cities, each cell site may have a range of 
up to approximately ½ mile, while in rural areas, the range 
could be as much as 5 miles. It is possible that in clear open 
areas, a user may receive signals from a cell site 25 miles away. 
Since almost all mobile phones use cellular technology, this 
includes GSM, CDMA, and AMPS (analog). The term "cell 
phone" is in some regions, notably the US, used 
interchangeably with "mobile phone". However, satellite 
phones are mobile phones that do not communicate directly 
with a ground-based cellular tower, but may do so indirectly by 
way of a satellite as shown in fig.2. 
 
1.1 CLOUD CONCEPTION 
Cloud computing is a growing computing paradigm that was 
innovated to deploy cost effective solutions over Internet. 
As mentioned in [4], various companies such as Google, IBM, 
Amazon, Yahoo and Intel have already started providing 
computing infrastructures for its intended use. Cloud 
computing is a style of computing in which dynamically 
scalable and often virtualized resources are provided as a 
service over the Internet. It is a scalable service delivery 

platform build over Service Oriented Architecture (SOA) and 
virtualization concepts. The benefit of cloud can be stated in 
two perspectives as: 
• From cloud service provider perspective and 
• From cloud user perspective. 
 

 
Figure 2 

 
Cloud service providers get benefited with the better utilization 
of infrastructure they own. Even, they can obtain an 
improvement in the processing power with minimal additional 
cost as defined in [7, 8, 9, and 10]. The article [13] have 
described the various burning issues related to mobile 
application with cloud computing. Thus, giving way for new 
business opportunities and speed up existing business 
processes. Users get benefited by paying only for what they 
consume and even they need not have insights of the 
technology infrastructure used in the “cloud” that supports 
them. Data analytics applications which require processing 
extremely large datasets while supporting extreme scalability is 
attracting huge interest towards cloud. The cloud computing 
generally incorporates combinations of the following: 
• Providing servers, software, and office space and network 

equipment as service. 
• Providing computing platform and solution stack as a 

service. 
• Providing an application as a service. 
Cloud contains of large number of servers facilitating 
distributed computing platform. Each server can have multiple 
virtual machine instances (VMs) of the applications hosted in 
the cloud. As customer demand for those applications changes, 
new servers are added to the cloud or idled and new VMs are 
instantiated or terminated. A major advantage with cloud is the 
recoverability in case of disaster. Cloud data is mostly backed 
up regularly and stored in a different geographic location. This 
eases the recovery process which otherwise is a very costly 
feature for companies. Cloud computing infrastructure is totally 
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different from the current data warehouse infrastructures. 
Unlike the high-end servers which constitute the current 
infrastructure, Cloud computing offers the same functionality at 
low-cost. Since most analytics for an organization use large 
number of database reads than writes. There is a requirement 
for new relational database software architecture to efficiently 
store and retrieve large volumes of data for computation on 
Cloud. In a cloud, node failures and node changes may occur 
frequently. Hence the cloud uses a vast numbers of processing 
units, so the failures may occur in the cloud also.  It can be 
shielded from its users using robust policies to make the cloud 
as tolerant as required (or requested). The best cloud databases 
will replicate data automatically across the nodes in the cloud 
cluster. This would be able to continue running in the event of 
1 or more node failures, and be capable of restoring data on 
recovered nodes automatically—without DBA assistance. 
Ideally, replication will be “active-active” in that the redundant 
data may be queried to increase performance. The whole cloud 
computing is mainly divided into 3 steps as the 3 cloud services 
are given below: 
 

a) Infrastructure as a service 
b) Platform as a service 
c) Software as a service 

 

 
                                               Figure 3 
 
 1.1.1 Infrastructure as a Service 
It is the most basic service provided by service provider. It 
broadly contains database, computing server, network, etc. In 
the most basic cloud-service model, providers of IaaS offer 
computers - physical or virtual machines - and other resources. 
Clouds often offer additional resources such as images in a 
virtual-machine image-library, raw (block) and file-based 

storage, firewalls, load balancers, IP addresses, virtual local 
area networks (VLANs), and software bundles. To deploy 
their applications, cloud users install operating-system images 
and their application software on the cloud infrastructure. In 
this model, the cloud users install and maintain the operating 
systems and the application software. So by the above 
explanation we can say that in first step we are developing 
basic requirement for cloud computing the machines, network, 
storage, operating system, etc. The service provider will 
arrange all the basic requirements on a single place and control 
the whole communication process. 

 
1.1.1.  Platform as a Service 

Now the next step is an intelligibility step because here the 
service provider has to use the infrastructure which was 
collected in first step and is used to make the software run on 
that infrastructure, so that the desired results can be obtained. 
In the PaaS model, cloud providers deliver a computing 
platform typically including operating system, programming 
language execution environment, database, and web server. 
Application developers can develop and run their software 
solutions on a cloud platform without the cost and complexity 
of buying and managing the underlying hardware and software 
layers.  
 
1.1.2 Software as a Service 
By using above two services the service provider can put 
various applications in the cloud server which are used by end 
user. In the SaaS model, cloud providers install and operate 
application software in the cloud and cloud users access the 
software from cloud clients. The cloud users do not manage the 
cloud infrastructure and platform on which the application is 
running. This eliminates the need to install and run the 
application on the cloud user's own computers simplifying 
maintenance and support. What makes a cloud application 
different from other applications is its scalability. This can be 
achieved by cloning tasks onto multiple virtual machines at 
run-time to meet the changing work demand. Load balancers 
distribute the work over the set of virtual machines. This 
process is transparent to the cloud user who sees only a single 
access point. To accommodate a large number of cloud users, 
cloud applications can be multitenant, that is, any machine 
serves more than one cloud user organization. So there are 
many services in the form of software are kept on the cloud 
network which is used by end user.  
 
1.1.3 Network as a Service 
As the name showing, provider uses network to provide the 
services to the end user, inter network of cloud network. A 
category of cloud services where the capability provided to the 
cloud service user is to use network/transport connectivity 
services and/or inter-cloud network connectivity services. 
Traditional NaaS services include flexible and extended VPN, 
and bandwidth on demand. NaaS concept materialization also 
includes the provision of virtual network service by the owners 
of the network infrastructure to a third party. Now some special 
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arrangement must be done like according to the requirement of 
user, that user must have some minimum hardware and 
software. 
 
1.1.4 Cloud Client 
In cloud computation end user is called cloud client. So the 
cloud client must fulfill some minimum requirement. User 
access cloud computing using networked client devices, such 
as smartphones. Some of these devices (cloud client) rely on 
cloud computing for all or a majority of their applications so as 
to be essentially useless without it. Examples are thin clients 
and the browser-based clients. Many cloud applications do not 
require specific software on the client and instead use a web 
browser to interact with the cloud application. Some legacy 
applications (line of business applications that until now have 
been prevalent in thin client Windows computing) are delivered 
via a screen-sharing technology as studied from [6]. Finally, on 
the basis of all above explanation we come to know that this 
whole arrangement is centralized in providing the services and 
control the communication. 
 
1.2 Cellular Mobile Communication 
There are many reasons for the development of mobile 
communication over conventional telephone system. These are 
limited service capability, poor service performance and 
inefficient frequency spectrum utilization, etc.  
 
1.2.1 Basic Cellular System 
A basic cellular system consists of three parts: a mobile unit, a 
cell site and a mobile telephone switching office (MTSO) is 
presented in fig.4. 
 

 
Figure 4 

 
1.2.2 Mobile Units 

A mobile unit contains a control unit, a transceiver and an 
antenna system. Mobile unit is the basic unit of cellular mobile 
communication. It is operated by end users. This is the device 
by which the end user can avail the facilities and communicate 
to other end user. As the technology is growing this basic unit 
has also evolved too much. Now a day’s smartphone has 
replaced the most basic mobile phone. A mobile phone 
contains a central processing unit which performs the most 
basic function of communication i.e. modulation and 
demodulation. This unit contains a transceiver system to 
perform modulation and demodulation for transmitting and 
receiving the data/information. Finally, a mobile unit must 
contain an antenna to radiate and receive the radio waves which 
contains the information transmitted in wireless communication 
process. Here in this study mobile unit is smartphone. 
Smartphone is a mobile unit with a dedicated operating system 
with very advanced computing abilities, advance connection 
capabilities than a normal phone. Smartphone is a combination 
of PDA (personal digital assistant), normal mobile phone, 
functionality of portable media players, low 
end compact digital cameras, pocket video cameras, and 
GPS 

  
navigation units to form one multi-use device.   

1.2.3 Cell Site 
The cell site provides a interface between the MTSO and the 
mobile units. It has a control unit, radio cabinets, antennas, a 
power system and data terminals. Cell site is a mediator 
because of cell site only a connection can be established. This 
contains a central processing unit which is responsible for 
making the connection of a mobile unit with MTSO; it is also 
responsible for basic requirement of communication. This CPU 
have to do many tasks like establishing connection, handoff, 
maintaining the signal strength, etc. The next part of cell site is 
radio cabinets. These are used to control the radio waves, 
which are finally used in communication. The next part is 
antenna, it is very important part of a cell site to maintain 
proper signal strength and low noise communication then 
antennas plays a very big role in these areas, so selection of 
proper antenna is required. This whole system is named as base 
station. Over this the designing of cell site is also very 
important to achieve the good communication process. The 
designing also plays a very important role to save bandwidth, 
spectrum, power, etc. As drawn in fig.5. 
 
1.2.4 Mobile Telephone Switching Office(MTSO) 
The switching office, the central coordinating element for all 
cell sites, contains the cellular processor and cellular switch. It 
interfaces with telephone company zone offices; controls call 
processing and handle billing activities. It is the main soul of 
whole cellular communication process because it switches the 
connection between one end user to another end user by 
making connection with another MTSO through wire or 
satellite. It records billing, call records, data usages and all 
information of an end user like registration id, address, etc., as 
shown in [5]. 
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Figure 5 

 
2. SMART PHONE TECHNOLOGY 
Actually a smart phone is nothing but a mobile phone built on a 
mobile operating system with more advanced computing 
capability connectivity than a feature phone.   The first smart 
phone combines the functions of a personal digital assistant 
(PDA) with a mobile phone. Now a days many modern smart 
phones also includes high resolution touch screens and web 
browsers that display standard web pages as well as mobile 
optimized sites. High speed data access is provided by Wi-Fi 
and mobile broad band. In recent years the rapid development 
of mobile application market has been drivers of smart phone 
adoption. One of the significant differences is that the advanced 
application programming interfaces (APIs) on smart phones for 
running third party applications can allow those applications to 
have better integration with the phone’s OS and hardware than 
is typical with features phones. A Smart Phone is one device 
that can take care of all required hand held computing and 
communication needs in a single small box. This study 
explores what makes a smart phone and what we can do with it. 
As cell phones and PDAs are the most common handheld 
device now, a smart phone is usually either a phone with added 
PDA capabilities or a PDA with added phones capabilities. A 
list of things which a smart phone can do is as: 
1) Send and receive mobile phone calls some smart phones 

are also Wi-Fi capable. 
2) Personal information (PIM) including notes, calendar and 

to do list. 
3) Communication with Laptop or desktop computers. 
4) Data synchronization with applications like Microsoft 

outlook and Apple’s ical calendar programs 
5) E-mail 
6) Instant messaging 
7) Application such as word processing or video games 
Smart phones have recently gained significant popularity in 
heavy mobile processing while users are increasing their 
expectations towards rich computing experience. However 
resource limitations and current mobile computing 
advancements hinder this vision.  

 
3. CLOUD COMPUTING 
Everything may be hosted in the clouds, it is a large group of 
interconnected computers. Users need not have knowledge of 
expertise in or control over the technology in cloud. Various 
scripts [14, 15, and 16] advocates the generalization of 
automatic cloud computing and cloud engine architecture. Let 
us see how cloud computing works with a smarts phone. You 
can use the entire capacity of the hand device for music or 
apps, because you can store your documents online and access 
them. No matter where you are you can even buy an 
application for your business and share it with your colleagues 
by using one of these services, but your client has to limit 
himself/herself  to smart phones only. You can take advantage 
of all of these things from home by using your tablet, since it is 
running on the same Operating System as your smart phone.  
Technology like this will give users more device choices while 
simplifying its provisioning duties and maintaining security of 
corporate data assets in place of physical phones. It would 
manage and provision virtual machine profiles that execute on 
phones purchased by employee. Now a days user are making 
such heavy use of cloud based services that local storage has 
become something of an afterthought. As a result, we have less 
data to store on our phones. We look at the mobile device 
features with storage as secondary concern, so vendor could 
save money on storage costs and invest it on other hardware 
features. As a result traditional bottlenecks could be alleviated 
and the overall hand set experience could be improved.  
 
4. WORKING SYSTEM METHODOLOGY 
Script [12] expressed a new concept as NEC enables 
smartphone access to work environment on the cloud as secure 
access to office data from smartphones. In this mechanism the 
employee access their work while away from the work station 
by virtualization of smart device such as smart phone and 
tablets. 
In past few years smart devices have become broadly utilized 
through the world and an unavoidable need has raised by 
employee to easily access work information from their 
smartphone when far away from the office. Henceforth 
introduced a cloud based smart phone access to work station.  
By using this facility the NEC cloud Smart phone users can 
safely and securely access office data from remote locations 
with these smart phones, since there is no risk of leaking 
information from a lost device. By viewing this fact I have 
applied the similar approach in the field of cloud oriented 
smartphone process. 
As an end user switch on the mobile station, the initialization 
work starts. The frequencies which are used here are mainly 
450MHz, 950MHz, 1800MHz, 2100MHz. Mobile station must 
tune to the strongest dedicated control channel within few 
seconds. If it cannot complete this task on the strongest 
dedicated control channel, it attempts to the second strongest 
channel and again if this task is not completed then mobile 
station search for third channel and so on. When the end user 
starts to access application then an access timer is set for 
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origination maximum 12 second, page response maximum 6 
second, an order response maximum 6 second, registration 
maximum 6 second. Now access channel is scanned by mobile 
station and tuned to the strongest channel. When tuning is done 
then the mobile station is authenticated by the base station. In 
authentication base station verify the identification of the user 
by comparing the information already present with base station. 
After verification, base station acknowledges the mobile 
station. The mobile station gets the acknowledgement then only 
user is able to avail the services provided by the service 
provider. This whole process is too fast that user is not able to 
notice it. As soon as user accesses the service the mobile 
station sends the service request to the base station in response 
to request base station. This acknowledges the mobile station to 
inform the mobile station that it is able to access that service. 
Base station will make connection to the MTSO at the time of 
installation and this connection is maintained forever. The 
connection of base station and MTSO is mostly wireless 
through satellites. The main work of base station is to enhance 
the communication process in mobile communication by 
correlating the high frequencies used in satellite 
communication with low frequencies used in normal wireless 
communication.  Now base station will forward the mobile 
station’s request to the MTSO through satellite. After receiving 
the signal from base station MTSO also acknowledges the base 
station. Now the request is processed in server of MTSO so that 
the requested service can be provided. After computing on 
request the server locates the nearest possible virtual machine 
so that the requested service can be provided. The reverse way 
to the end user is from MTSO to base station through satellite 
communication, base station to mobile station through normal 
wireless communication. This whole responding process is also 
very fast while the end users are unable to notice it. This whole 
process will be same for all users who want to access the 
service.                  
In the present study the application of cloud computing is 
associated with smart phone technology. We have implemented 
the above two strategies together to form as a unique 
communication system i.e. mixing of cloud computing and 
cellular mobile communication. This can be done by 
combining MTSO and Cloud Server. Because of this, 
intelligibility of MTSO will be enhanced by the use of IaaS, 
PaaS, SaaS services of cloud computing. Thus the connection 
process is too much simplified as well as easier that the service 
provider gets the full control over whole communication 
process. Mobile network also help the cloud computing by 
providing very large established network.  To maintain 
uninterrupted cellular communication the entire network is well 
planned and designed.  
 
5.  RESEARCH ELEMENT OF CLOUD COMPUTING 
Cloud computing consists a wider range of controls, 
technologies and policies used to protect the existing 
infrastructure, applications and data. Security issues 
experienced by end user or by cloud suppliers is of prime 
concern. Henceforth cloud providers must make sure that what 

they are offering is secure and customer’s applications as well 
as data are protected. Simultaneously the client on the other 
hand must ensure that the cloud supplier has the appropriate 
security measures in order to protect his data and applications. 
Generally cloud computing elements come into four categories: 
 1. Legal Issues: End users and cloud vendors have to negotiate 
about liability, end-of-service and both must agree about the 
degree of liability of each party. 
2. Compliance: Cloud computing providers must be able to 
provide audit trails and logs. System must be maintained, 
secured properly and be accessible in case of forensic 
investigation takes place. 
3. Privacy and security: Cloud data center must be maintained 
in such a way that they adhere to compliance requirements in 
term of privacy. 
4. Identity Managements: Every user must have his identity 
management system in order to access computing and 
information resources. Cloud providers must able to provide 
such system to their users. They should ensure that users can 
easily access their application and data as and when they 
require.  
On the basis of latest research work there are several elements 
of cloud computing based on smart phone. Out of those the 
value types are as follows: 
• Economic Element: Economic value of cloud is an 

alignment of time and size of the investments. You make 
with the value you receive referred to as ‘pay as you go’ 
and ‘pay as you grow’. 

• Architectural Element: The architectural value of cloud 
is associated with consistent abstract environment 
presented to developers and operations folks that hides a 
lot of complexity, making it much simpler and quicker to 
develop and deploy applications. 

• The Strategic Element: The strategic value of cloud is a 
platform which helps you to focus on what makes your 
organization more effective and different. 

• Type of Cloud Service: Development PaaS-Programming 
environment laaS. Servers Software and Spaces Web 
Services Utility Computing, Software as service Access to 
an application via API. 

• Barriers Technical Issues: Business Model issue, Internet 
issue, Security issue Compatibility issue ,Social issue. 

• Who should not Use: The Internet-Impaired, Offline 
workers, the security Conscious. 

• Who Benefits from Cloud Computing| Collaborator: 
Share your documents, Road warier, Access it from 
anywhere, lost conscious, user/IT Department user with 
increasing needs. 

• Disadvantages: Requires a contact Internet connection, 
Does not work well with low- speed connectivity, Stored 
data might not be secured if the cloud loses your data. 

• Advantage: Data safety, Improved Compatibility between 
operating systems, Can connect the windows computer to 
the cloud and share the documents with computers running 
Apple’s Mac OS, Linux, Unix, Remove the device 



Innovative Use of Cloud Computing in Smart Phone Technology 
 

Copy Right © BIJIT – 2013; July-December, 2013; Vol. 5 No. 2; ISSN 0973 – 5658                     646 

dependency , Lower cost Computing for users, Improved 
performance of lower IT infrastructure, Unlimited storage 
capacity. 

• Cloud Services: Web based services offered via cloud 
computing, Accessed by browser, if PC crashed it does not 
affect either the application or documents, Access from 
anywhere. 

• Cloud Storage:  Primary use of clouds, multiple third 
party services as used rather than on the traditional 
dedicated servers. 

• Virtual Services: Appears as if data stored in a particular 
place with a specific name but that place does not exist in 
reality. Cheaper than dedicated physical resources, secure 
from accidental erasure or hardware crashes. 

 
Characteristics of Cloud Computing: 
User Centric- Data in the cloud belongs to user and can share. 
Task Centric- Focus is shifted from what it can do to what you 
need done. You can retrieve more information as many parallel 
computers are running your application  
Intelligent- Data mining and analysis are very much in need as 
a very large set of data stored on the computers in cloud 
system. 
Programmable: Cloud’s computers must be under the 
supervision of IT experts so that tasks performed in cloud 
system can automate the redistribution and data can be locally 
shared. 

 
6. SYSTEM SECURITY  
Security is a basic concern in the system because end user is 
using the infrastructure of service provider. Considering the 
latest challenges of data corruption, data stealing, data 
threatening all the advance security measures are adopted. 
These measures are to implement the latest firewall facility, 
latest version of, antivirus, malware protection features, 
opening of only required communication ports, updating of 
latest patches and preventive maintenance and many more, as 
mentioned in [17]. So that end user trusts on the service 
provider that his/ her data is safe. By following the said 
precautions our cloud oriented smartphone computing system 
is reliable and trust worthy 
 
7. FACILITIES GETTING THROUGH THIS SYSTEM 
The facilities that can be obtained by using cloud computing 
with smartphone technology will be uncountable but same 
major benefits are: 
• Area of communication is increased by combining these 

different cellular communication as well as Internet 
communication technologies. It can enhance the 
cumulative properties of both. 

• Video conferencing has become fast and convenient. 
• Everyone gets equal opportunity to access all the data and 

every facility. 
• Calling, sms, mms, chat, etc. has come on a single 

platform and available to all. 

• Security features can be applied centrally to the whole 
network with an ease and those features will be technically 
advanced. 

• Progress in any field will benefit the whole communication 
system. 

• Control and management of whole arrangement will be 
easy and very fine. 

 
8. SYSTEM OUTCOME 
The main motive of enhancing any technology is to get best 
outcome of those enhancement that change the attitude of 
society and influence all the sectors of the society like 
education, health, agriculture, economy, trade and industry and 
day to day human life requirement. Some enhancements of this 
modular infrastructure are: 
8.1 Social Outcome 
 Very first outcome that must be checked is social impact, it is 
very important to study the in reference of society welfare. 
Now a day’s smart phone technology is playing a dynamic role 
in the society. Some few impacts are given below: 
• Common chances to everyone to communicate and access 

to data bank/data resources. 
• Equal rights to everyone in communication and utilization 

of human resources. 
• After the implementation of this system worldwide there is 

no distance between everyone. 
• Communication among the society is fast, transparent and 

reliable 
• Equal right and chance for anyone in the society. 
• Detection of crimes/frauds is very easy. 
• Useful tool to increase the business related activities. 
• Can become a major developing key factor for trade and 

industry, 
• Best media to extend the information and messages 
• Cost effective media for communication and transmission 

of information, data etc. 
• Transmitting and receiving the emails. 
• Receiving and sending the public welfare related policies, 

procedures and protocols. 
       

8.2 Educational outcome 
As education is a very important and powerful skill in this 
world and as time passes the level and system of education is 
also changes now technologies playing a very important role in 
enhancement of this system. This arrangement can bring 
revolution in the field of education, so there is an impact over 
education system. So few impacts are: 
• Improvement in distance learning. 
• Enhancement in interactive learning. 
• Best for tutorial learning. 
• Provide access to vast library globally. 
• Improvement in practical learning by accessing wide 

laboratories. 
• Best knowledge bank can be formed with ease.  
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• Education could be provided to everyone without any 
difficulty. 

• Powerful internet learning tools. 
• Knowledge strengthen by web surfing. 
• Knowledge sharing with international universities and 

institutions. 
• Knowledge networking of GIS worldwide. 
 8.3 Economical outcome 
Now the most important impact is on economy because to grow 
any society in all respect economy has to also growth in every 
field. So by this arrangement economic benefits must be 
considered for the growth of this technology and society. Some 
impacts on economy are: 
• Money can be saved, because when these two technologies 

are combined, progress in any one field will serve to both 
and finally budget on communication process will be 
reduced. 

• Infrastructure requirements are low due to which space use 
is reduced. 

• As infrastructure is low so maintenance expenditure is low. 
 

 Now a day’s communication has become so simple and easy 
due to cellular mobile communication that even languages can't 
form any barrier in communication. In today’s world 
smartphone is so common that every second person is having 
it. So it has become one of the basic necessities due to this only 
communication is easy and fast.  
 
9. PROPOSED RESEARCH TOOL 
Tool which are being used in this study are:  
• Google docs, it is used to provide service to end user to 

create documents, manuscript, presentation, spreadsheets, 
etc. Which help end user to provide office utilities without 
any installation of any special office software. 

• Mindmeister, it is used to draw mindmaps, schematic 
diagrams which help in designing networks which can be 
used in building networks for communication purpose. 

• Mendeley, it is an online sharing application which helps 
in building online research libraries. 

• Rational suite with some advancement may be 
implemented to enhance the cloud server. 

• Really simple syndication (RSS) is also a major tool to 
strengthen the cloud based mobile computing network 
system.  

 
10. CONCLUSION 
Finally, by viewing the contents of the manuscript we can 
observe that the combination of these two technologies will 
influence the whole world and after some time it is impossible 
to differentiate between people on the basis of language. 
Communication has become much simple, better and fast 
globally. Huge saved money may be utilized for other 
developmental activities of the society. Knowledge banks are 
ready to provide the knowledge data to everyone without 
barrier easily. Educational problems can be resolved easily 

through this configuration form society and we are dreaming a 
better future, better society, etc. As communication is so easy 
and efficient then latest technologies is easily available to 
common man with less infrastructure. Mobile computing is 
become a basic requirement of human being. 
 
11. FUTURE SCOPE 
The work can be further extended by applying the security 
measures which will be developed by studying the loop holes 
in the proposed system. One way is to develop the application 
for this system which must be light and user friendly or 
develop the more easy and advance ways for communication 
with the application of mobile cloud computing. 
 
NOTE 
The author of this paper is BE in Electronics & Communication 
from Rajiv Gandhi Proudyogiki Vishwavidyalaya, Bhopal and 
involved in various research and developmental activities.  
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Abstract - Degradation of images due to noise has led to the 
formulation of various techniques for image restoration. 
Wavelet shrinkage image denoising being one such technique 
has been improved over the years by using Particle Swarm 
Optimization (PSO) and its variants for optimization of the 
wavelet parameters. However, the use of PSO has been 
rendered ineffective due to premature convergence and 
failure to maintain good population diversity. This paper 
proposes a Hénon map based adaptive PSO (HAPSO) for 
wavelet shrinkage image denoising. While significantly 
improving the population diversity of the particles, it also 
increases the convergence rate and thereby the precision of 
the denoising technique. The proposed PSO uses adaptive 
cognitive and social components and adaptive inertia weight 
factors. The Hénon map sequence is applied to the control 
parameters instead of random variables, which introduces 
ergodicity and stochastic property in the PSO. This results in 
a more improved global convergence as compared to the 
traditional PSO and classical thresholding techniques. 
Simulation results and comparisons with the standard 
approaches show the effectiveness of the proposed algorithm. 
 
Index Terms - HAPSO, Hénon Map, Image Denoising, 
Premature Convergence, Wavelet Thresholding. 
 
1. INTRODUCTION 
Digital images have become indispensable, and with it the 
process of removing noise from an image while retaining its 
significant features has become an important requirement for 
analyzing images, especially in the field of digital image 
processing. 
Ever since the work of Donoho [1]-[3] on wavelet thresholding, 
researchers have been trying to come up with techniques to 
make the thresholding process more adaptive. SureShrink, a 
wavelet Shrinkage technique is one such technique. Particle 
Swarm Optimization (PSO), a stochastic population based 
metaheuristic inspired from swarm intelligence, can be used to 
optimize the entire process of wavelet shrinkage image 
denoising. However, conventional PSO may get stuck in the 
local optima due to its fast convergence rate and even decrease 
the population diversity. To avoid this premature convergence 
and improve the population diversity, a hénon map based 
adaptive PSO (HAPSO) approach is proposed. Here all the 
deciding parameters of PSO, the inertia  weight,  the  cognitive  
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and social components, and the control parameters are made 
adaptive by special means.  The use of Hénon map chaotic 
sequences for control parameters in PSO helps in escaping 
from the local minima. Hence it introduces ergodicity, 
irregularity and stochastic property in the PSO to improve the 
global convergence. The Adaptive PSO (HAPSO) is then used 
for selecting the optimum values for the parameters: wavelet 
threshold, type of wavelet basis and the level of decomposition; 
to denoise the digital image.  In this paper, after providing the 
necessary background theory for classical wavelet shrinkage 
denoising technique and standard PSO, we give a detailed 
description of the proposed HAPSO technique.  
The principal objective is to compare the performance of 
HAPSO, with standard PSO based wavelet shrinkage denoising 
technique and classical wavelet shrinkage denoising techniques 
for effective image restoration. 
 
2. LITERATURE SURVEY 
In recent years much advancement has been made in further 
optimizing the process of wavelet thresholding image denosing 
by using population based metaheuristics like Particle Swarm 
Optimization. Recently, a PSO-based approach was proposed 
by G. G. Bhatuda et al. [5] for learning the parameters of 
sub-band adaptive thresholding function for image denoising. 
In a different approach, modified Chaotic Particle Swarm 
Optimization was proposed by Xuejie Wang et al. [7] which 
used a chaotic PSO approach to optimize the wavelet threshold 
values. While to explore a complete solution space for 
suitable threshold, PSOshrink was proposed by Chan-
Cheng Liu et al. [20]. Another variant of PSO, a Fast Particle 
Swarm Optimization was proposed by Du-Jin Liu et al. [9], for 
obtaining the most optimum wavelet threshold values. The 
earlier approaches, though generating high visual quality of 
images, have been more focused on optimizing a single wavelet 
parameter, the threshold values. In this paper, the HAPSO 
algorithm is proposed which uses an adaptive, ergodic version 
of PSO to optimize the wavelet threshold values, optimally 
select which wavelet basis to use from a set of mother wavelets 
and also, which level of decomposition to perform. More 
promising results are shown in terms of both PSNR and visual 
image quality as all the otherwise random parameters of PSO 
have been made adaptive in the proposed method. 
 
3. WAVELET THRESHOLDING AND DENOISING 
Wavelet thresholding is a nonlinear technique wherein an 
image or the given data is decomposed into wavelet 
coefficients. These detailed coefficients are then compared with 
a given threshold value, coefficients smaller than the threshold 
are set to zero while the others are retained or modified 
depending on the threshold rule. The image is then 
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reconstructed from the modified coefficients, which is called 
Inverse Discrete Wavelet Transform (IDWT) [4]. Wavelet 
shrinkage denoising involves the following steps: 
1. Acquire a noisy digital signal. 
2. Compute a linear forward discrete wavelet transform of the 

noisy signal. 
3. Perform a non-linear thresholding operation on the wavelet 

coefficients of the noisy signal. 
4. Compute the linear inverse wavelet transform of the 

threshold wavelet coefficients. 
Image denoising can be achieved by the following threshold 
techniques: VisuShrink[2] and SureShrink[3].  
VisuShrink: Also known as Universal Shrinkage technique, this 
method follows the hard thresholding rule. The threshold value 
th is given as: 
݄ݐ ൌ ߪ כ ඥ2 כ log ݊                                                                       ሺ1ሻ 
where, σ2 is the noise variance present in the signal and n 
represents the signal size or number of samples. The recovered 
images from VisuShrink are overly smooth and too many 
coefficients are removed as a result.  
SureShrink: SureShrink, follows the soft thresholding rule and 
is smoothness adaptive, i.e., a threshold level is assigned to 
each dyadic resolution level by the principle of minimizing the 
Stein’s Unbiased Risk Estimator for threshold estimates [3].  
The threshold value for SureShrink is given by: 
כ݄ݐ ൌ min൫݄ݐ, ߪ כ ඥ2 כ ݈݃ ݊ ൯                                                 ሺ2ሻ  
where th*  denotes the value that minimizes Stein’s Unbiased 
Risk Estimator, σ is the noise variance computed from 
Equation, and n is the size of the image. 

4.0 STANDARD PARTICLE SWARM OPTIMIZATION 

PSO is a metaheuristic, which imitates the social behaviour of 
natural organisms such as bird flocks and school of fishes to 
find a place with enough food. 
The basic model consists of a swarm of N particles flying 
around in a D-dimensions search space, where each particle i is 
a candidate solution to the problem, and is represented by the 
vector swarm(i) in the decision space. A particle has its own 
position and velocity, which represents the flying direction and 
step of the particle. The success of some particles will 
influence the behavior of their neighbors. The position of each 
particle swarm(i) successively adjusts towards the global 
optimum depending on the two primary factors: The particle’s 
best position pbesti denoted as pbesti = (p i1, p i2, . . . , p iD) and 
the whole swarm’s best position, denoted as gbest = (p g1, p g2, . 
. . , p gD). The difference between the current position of the 
particle i and the best position of its neighbourhood is 
represented by the vector (gbesti – swarm). 

The following operations are applied to every particle for each 
iteration. 
4.1 Updating velocity: Velocity defines the amount of change 
that a particle will undergo, it is given as: 
 

ݐ௦௧ሺݒ  1ሻ ൌ ݓ כ ሻݐ௦௧ሺݒ  ܿଵ כ ଵݎ כ ൫ݐݏܾ݁ െ ሻ൯ݐሺ݉ݎܽݓݏ
 ܿଶ כ ଶݎ כ ൫ܾ݃݁ݐݏ െ  ሻ൯             ሺ3ሻݐሺ݉ݎܽݓݏ

where w is the inertia weight, r1 and r2 are two random 
variables in the range [0, 1] and the constants c1 and c2 

represent the cognitive and social components, respectively. 
They represent the attraction that a particle has either toward its 
own success or toward the success of its neighbors. The 
direction and the distance followed by the particle are defined 
by the velocity. 
 
4.2 Updating position: Each particle at every iteration updates 
its coordinates in the decision space according to the given 
equation. 
݉ݎܽݓݏ ൌ ݉ݎܽݓݏ   ௦௧                                                             ሺ4ሻݒ
Then it moves to the new position. 
 
4.3 Updating the best found particles: Each particle updates 
(potentially) the best local solution: 
ሺ݅ሻ݉ݎܽݓݏ ݂݂ܫ ൏ ,ݐݏܾ݁  ݐݏܾ݁ ݄݊݁ݐ ൌ  ሺ݅ሻ             ሺ5ሻ݉ݎܽݓݏ
Even the best global solution of the swarm is updated: 
ሺ݅ሻ݉ݎܽݓݏ ݂݂ܫ ൏ ,ݐݏܾ݁݃  ݐݏܾ݁݃ ݄݊݁ݐ ൌ  ሺ݅ሻ            (6)݉ݎܽݓݏ
Therefore, with every new iteration, each particle changes its 
position according to its own experience and that of its 
neighboring particles [17] [19]. 
 
5.0 HÉNON MAP BASED ADAPTIVE PARTICLE 
SWARM OPTIMIZATION (HAPSO) 
Standard PSO fails to come out of the local optimum of the 
solution space because of its fast convergence rate, resulting in 
poor global exploration. To improve the efficiency of searching 
and to balance the exploration and exploitation abilities of 
PSO, three important improvements over standard PSO have 
been introduced in the proposed algorithm.  
5.1 Hénon map based Particle Swarm Optimization  
The control parameters r1 and r2 are important parameters 
affecting convergence of PSO. The proposed algorithm uses 
Hénon equations to chaotically map these control parameters  
thereby introducing ergodicity, irregularity and stochastic 
property in PSO to get efficient results. Micheal Hénon 
introduced this map as a simplified version of the Poincaire 
section of the Lorenz map [8]. 
The Hénon equations are given by: 

ݐሺݔ  1ሻ ൌ 1  ሻݐሺݕ െ ܽ כ ൫ݔሺݐሻ൯
ଶ

                                           ሺ7ሻ 
ݐሺݕ  1ሻ ൌ ܾ כ ሻ                                                                        ሺ8ሻݐሺݔ                   
Here, the values of a and b are set to 1.4 and 0.3, respectively, 
because at these values the Hénon map has a strange attractor. 
The values of y are normalized in the range [0, 1] and are 
assigned to the control parameters in the PSO equations, r1 = 
r2= y (t+1). 
 
5.2 Adaptive Inertia Weight Factor (AIWF) 
Inertia weight factor serves as the memory of the previous 
flight direction, preventing the particles from drastically 
changing their trajectory. The concept of linearly decreasing 
inertia weight factor over generations has long been introduced 
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and modified by Shi and Eberhart [15]. However, this paper 
uses adaptively varying inertia weight factor to achieve an 
optimum tradeoff between global exploration and local 
exploitation. The AIWF, w (i), is determined as follows: 
 

ሺ݅ሻݓ ൌ  ቐ
ሺminሻݓ  

ሺݓሺ݉ܽݔሻ െ ሺ݉݅݊ሻሻݓ כ ሺ݂ െ ݂ሺ݉݅݊ሻሻ
ሺ݂ሺܽ݃ݒሻ െ ݂ሺ݉݅݊ሻሻ

, ݂ ا ݂ሺܽ݃ݒሻ

݂                                                                             ,ሻݔሺ݉ܽݓ  ݂ሺܽ݃ݒሻ
ቑ  

                                                                                                            

                                                                                                                        (9) 
Here, w (min) and w (max) are the minimum and maximum of 
w respectively, f is the current objective value of the particle, 
and f (avg) and f (min) are the average and minimum objective 
value of all the particles, respectively [6]. 
 
5.3 Adaptive Cognitive and Social Components 
The cognitive component c1 models the tendency of the 
particles to return to the previously found best solutions, 
whereas, c2, the social component measures the performance of 
the particles relative to its neighbors. It is known that larger 
value of c1 as compared to c2 leads to better searching of 
extremes in the entire search space at the early stage of the 
algorithm. While a larger c2 as compared to c1 ensures that the 
particles converge quickly to the global optimum value, later. 

ܿଵ ൌ  ܿଵௌ௧௧ െ
ݎ݁ݐ݅  כ ሺܿଵௌ௧௧ െ ܿଵாௗሻ

max_ ݎ݁ݐ݅
                                ሺ10ሻ 

 

ܿଶ ൌ  ܿଶௌ௧௧ 
ݎ݁ݐ݅  כ ሺܿଶாௗ െ ܿଶௌ௧௧ሻ

max _݅ݎ݁ݐ
                                ሺ11ሻ 

Here, c1Start, c2Start are the initial values of the learning factors 
and c1End and c2End are the final values. Iter is the current 
iteration, and max_iter is the maximum number of iterations 
[10]. The above three approaches are then combined to give the 
Henon map based Adaptive Particle Swarm Optimization, 
described as follows: 
 
ݐ௦௧ሺݒ  1ሻ ൌ ሺ݅ሻݓ כ ሻݐ௦௧ሺݒ  ܿଵ כ ݐሺݕ  1ሻ

כ ൫ݐݏܾ݁ െ ሻ൯ݐሺ݉ݎܽݓݏ  ܿଶ כ ݐሺݕ  1ሻ
כ ൫ܾ݃݁ݐݏ െ  ሻ൯                           ሺ12ሻݐሺ݉ݎܽݓݏ

 
where, w (i) is the adaptive inertia weight factor (AIWF), y 
(t+1) is the value of the normalized Hénon map sequence and 
c1 and c2 are the adaptive cognitive and social components.  
 
Now this variant of PSO formed by combining all the above 
approaches, called the HAPSO is used for wavelet shrinkage 
image denoising. 
 
6. WAVELET THRESHOLDING USING HAPSO 
We use wavelet coefficient thresholding method for image 
denoising. For appropriate thresholding of coefficients several 
parameters have to be decided upon. They include: 

• Choice of Wavelet 
• Level of decomposition 
• Threshold value at each level                                      

We perform denoising of an image corrupted with Additive 
White Gaussian Noise (AWGN). HAPSO algorithm is 
employed to determine the optimum value of above mentioned 
parameters for denoising of noise affected images. 
 

Parameters to be 
optimized 

Permitted Values 

Wavelet Basis (Mother 
Wavelet) 

Daubechies (db4, db6, db8 ), 
Coiflet (coif2, coif4) 

Level of Decomposition 01 to 03 
Threshold value Range is from 0.5σ to 0.9σ; σ is 

the estimate of noise variance. 
(up to three threshold values, one 
for each decomposition level) 

Table 1: Allowed Values of Optimization Variables 
 
Decomposition levels upto three is found to be most suitable 
for image denoising. PSNR is used as an evaluation criterion 
for measuring the effectiveness of the proposed technique. 
The expression for PSNR is given as: 
 

ܴܲܵܰ ൌ 10 כ logଵ
ଶܩ

ܧܵܯ
                                                           ሺ13ሻ 

 
where, G is the number of gray scale levels in the image and 
MSE is the mean square error between the estimated and the 
original image. 
 
7. EXPERIMENTAL PROCEDURE  
The main steps of HAPSO are described as follows: 
Step1: Load a digital image and add additive white Gaussian 
noise (AWGN). 
Step2: Give initial values to the parameters: w_min, w_max, 
iter, max_iter, ܿଵௌ௧௧, ܿଵாௗ ܿଶௌ௧௧, ܿଶாௗ . 
Step3:   Initialize the velocities and position of each particle in 
the 5 dimensional search space using rand function (3 threshold 
values; one for each level of decomposition, a wavelet basis, a 
level of decomposition). 
Step4:  Apply Hénon map sequences (7) and (8) and assign the 
result to the control parameters r1 and r2. This helps PSO to 
search for solution in wider space and jump out of the local 
minima. 
Step5: Update the inertia weight factor according to equation 
(9). The adaptively varying inertia weight factor ensures global 
exploration in the beginning and local exploitation towards the 
end. 
Step6:  Update the cognitive and social coefficients according 
to the equations (10) and (11). This further enhances the 
convergence rate. 
Step7: Update velocities and positions of each particle using 
equations (12) and (4), respectively. 
Step8: Provide the required values to the wavelet shrinkage 
function to obtain the denoised image. Calculate the fitness 
value (PSNR) from the objective function. The PSNR of the 
denoised image is calculated using equation (13). 
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Step9: Compare the current fitness value of the particle with its 
previous best value (pbest). Update the value according to the 
equation (5). 
Step10:  Update the global best position in the swarm 
according to the equation (10). 
Step11: Repeat steps 5 through 10 until maximum number of 
iterations reached. 
The corresponding flowchart is shown in figure 1. 
 
8. SIMULATION RESULTS 
The HAPSO wavelet thresholding is applied on several natural 
grayscale images of size 256 X 256 and the simulations are 
performed in MATLAB 7.6.0 environment [11] [12]. The 
wavelet transform employs the most optimum wavelet basis, 
chosen from a set of mother wavelets (Daubechie 4, Daubechie 
6, Daubechie 8, Coiflet 2, Coiflet 4) using HAPSO, at three 
levels of decomposition, the threshold value at each level of 
decomposition is also optimally decided by the proposed 
HAPSO. In this paper the particle’s search space is spread over 
five dimensions. To assess the performance of HAPSO, it is 
compared with the standard PSO, VisuShrink and SureShrink 
for two different test images. The adaptive parameters c1, c2, 
w(i), r1 and r2 require their respective variables to be initialized. 
These variables are initialized with the values that have been 
found to have the most optimum effect on the proposed 
method.  

i. ܽ ൌ 1.4, ܾ ൌ 3; used in equations (7) and (8)   
ii. ݓሺ݉݅݊ሻ ൌ 0.9, wሺmaxሻ ൌ 0.3; used in equation ሺ9ሻ 

iii. ܿଵௌ௧௧ ൌ ܿଶாௗ ൌ 2; used in equations (10) and (11) 

iv. ܿଶௌ௧௧ ൌ ܿଵாௗ ൌ 0.3; used in equations (10) and 
(11) 

 
The maximum number of iterations for all the images is kept at 
50 and the swarm size of the particles also at 50. Here, PSNR is 
used to evaluate the performance of the proposed algorithm, 
represented as the cost function. Higher the value of the PSNR, 
the better is the effectiveness of the method used for image 
denoising. Equation (13) is used for evaluating the PSNR. The 
two cost functions graphs for ‘cameraman.tif’ are shown in 
Figure 2 and Figure 3. Figure 2 is for image denoising using 
standard PSO, whereas Figure 3 is for image denoising using 
the proposed HAPSO. On comparison, the proposed algorithm 
HAPSO clearly proves to be more effective than standard PSO. 

The Cost function/ Fitness function becomes constant as it 
reaches the value 71.8 for PSO based wavelet shrinkage 
denoising while it reaches 74.184 for HAPSO based wavelet 
shrinkage denoising for 50 iterations.  
 

 
 
 

         Figure 1: HAPSO Flowchart 

 

Update the cognitive and social coefficients using

ܿଵ ൌ ܿଵௌ௧௧ െ
ݎ݁ݐ݅  כ ሺܿଵௌ௧௧ െ ܿଵாௗ ሻ

max_ ݎ݁ݐ݅

ܿଶ ൌ ܿଶௌ௧௧ 
ݎ݁ݐ݅  כ ሺܿଶாௗ െ ܿଶௌ௧௧ሻ

max ݎ݁ݐ݅_

   

Start

Load image, resize and add gaussian noise 

Initialize the parameters ‐
w_min,w_max,iter,max_iter,c1,c2,vstep,swarm

Create initial swarm population for threshold values, 
wavelet function, level of decomposition 

Modify the control parameter according to the Henon map  

ሺ݅ሻݓ ൌ ቐݓሺminሻ 
ሺݓሺ݉ܽݔሻ െ ሺ݉݅݊ሻሻݓ כ ሺ݂ െ ݂ሺ݉݅݊ሻሻ

ሺ݂ሺܽݒ ሻ݃ െ ݂ሺ݉݅݊ሻሻ , ݂ ا ݂ሺܽ݃ݒሻ

,ሻݔሺ݉ܽݓ                                                 ݂  ݂ሺܽ݃ݒሻ
ቑ

Update the inertia parameter using

Obtain denoised image. Calculate the fitness valueሺPSNRሻ

Is the current fitness of 
the particle better than 
the previous best?  

Assign current fitness as 
new pbest

Keep the previous 
value of pbest

Assign the best particle’s pbest to global best, gbest

௦௧ݒ ሺݐ  1ሻ ൌ ሺ݅ሻݓ כ ௦௧ݒ ሺݐሻ  ܿଵ כ ݐሺݕ  1ሻ

כ ൫ݐݏܾ݁ െ ሻݐሺ݉ݎܽݓݏ ൯  ܿଶ כ ݐሺݕ  1ሻ

כ ൫ܾ݃݁ݐݏ െ ሻݐሺ݉ݎܽݓݏ ൯  

Update velocity of each particle in swarm using 

Update the postion of each particle in swarm using
swarm ൌ swarm  vstep 

Max iterations 
reached ?  

End

Yes

Yes 

No

No
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Figure 2: Cost Function for standard PSO 

 

 
Figure 3: Cost function for HAPSO 

 
9. CONCLUSION AND FUTURE SCOPE 
In this paper, a Hénon map based adaptive Particle 
Swarm Optimization method for wavelet shrinkage   
thresholding is presented. Here we have shown that the use of 
HAPSO for wavelet shrinkage image denoising is more 
efficient when compared to the standard PSO based wavelet 
shrinkage denoising, and far exceeds the classical methods 
VisuShrink and SureShrink in terms of, not only the PSNR 
value but also the visual quality. Here, the HAPSO was used to 
optimize three wavelet parameters, the threshold value, the 
wavelet basis and the level of decomposition. The elements of  

Table 2: Final Comparison of PSNR values 
 

adaptability and ergodicity introduced through Hénon 
equations to chaotically map the control parameters. Followed 
by the use of adaptive inertia weight factor (AIWF) and 
adaptive cognitive and social coefficients, this variant of PSO 
makes the process even more effective by greatly improving 
the global exploration of solution space, population diversity 
and rate of convergence. As a result, we get more optimized 
values of the parameters required for denoising the image using 
wavelet shrinkage. A tabular comparison of the simulation 
results and PSNR values of the denoised images as shown in 
Table 2, proves the effectiveness of the proposed HAPSO. 
The work can be further extended by using modified adaptive 
hybrid metaheuristics combining Genetic Algorithm, PSO, 
Simulated annealing or their different combinations to obtain a 
more optimal set of wavelet thresholding parameters, and to 
further improve the convergence behavior as well as the quality 
of the denoised image. 
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Figure 4: Simulations performed on ‘cameraman.tif’ 

          
Figure 5: Simulations performed on ‘bird.gif’ 
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